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ABSTRACT

Kapilavai, S. K. Dheeraj Ph.D., Purdue University, August 2011. Unsteady Com-
putational Analysis of Shrouded Plug Nozzle Flows and Reacting Impinging Jets.
Major Professor: Charles L. Merkle, School of Mechanical Engineering.

The computations of a non-reacting nozzle-flow problem and a reacting impinging

jet problem using a unified numerical methodology is presented. The nozzle problem

is a shrouded plug configuration that operates at nozzle pressure ratio (NPR, ratio

of inlet pressure to ambient pressure) between one to a design NPR of 6.23 for super-

sonic applications. An sub-scale model with extensive instrumentation is the basis of

axisymmetric and three-dimensional computations done as both steady and unsteady

problems with an aim to understand nozzle flow physics. The pressure distribution

and shock structure predicted by steady computations not only detailed the shock

physics but were also in close agreement with measured pressure data and visualiza-

tion. The nozzle is observed to transition from normal shock at NPR’s just above one

to a lambda shock below NPR of 2.0 and then from a Mach reflection to a regular

reflection within NPR range 2.25 to 3.1. A barrel oblique shock is observed above

NPR of 3.1 before achieving perfect expansion at design NPR. During the shock

transition the separation region behind the shock is observed to be fully attached

for NPR’s below 2.0, a regime called free shock separation (FSS), followed by reat-

tached flow on plug wall called restricted shock separation (RSS) at higher NPR’s.

The unsteady computational analysis explained the shifts in frequencies observed in

measurements. The unsteady computations at NPR of 1.26 show that the measured

frequency of 170Hz is because of periodic choking and unchoking driven by large scale

shock motion. In the FSS regime identified by computations the measured frequency

remains constant at 200Hz. Following this the frequency shifts to above 300Hz and

increases monotonically as the nozzle transitions from FSS to RSS observed to occur
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between NPR of 2.0 and approximately 2.25. Unsteady 3-D computations showed

axisymmetric instantaneous flowfield at NPR of 1.26 while at NPR of 1.59 the dy-

namic flowfield was observed to be asymmetric. Time-averaged pressure distribution

and oscillation frequency from three-dimensional unsteady computations were closer

to the measurements than with axisymmetric assumption.

An experimental impinging jet configuration involving MMH as fuel stream and

RFNA as oxidizer stream, impinging at an included angle is studied to analyze com-

bustion initiation, flame propagation, holding and sustenance. A newly devised re-

duced chemical mechanism is evaluated in this context for two background gases

of argon and helium which showed different combustion behavior in recent experi-

ments. Also, combustion is studied at two pressures corresponding to experiments

(1atm) and applications (100atm). Before the impinging jet configuration is studied,

a simple homogeneous mixture constant volume combustion problem is formulated to

understand chemical time scales. The chemical mechanism resulted in combustion in

a millisecond time frame only for an initial mixture temperature of 800K with initial

pressure of 100atm showing faster combustion than 1atm. The impinging configu-

ration is studied first with a planar assumption before three-dimensional analysis is

taken up to understand effect of background gas. In agreement with experiments,

the helium and argon gases showed considerable differences. At low pressure of 1atm

the combustion initiation, propagation and holding were analogous to experiments in

both gases but the ignition event timings and flame sustenance were different in the

two gases. Argon resulted in wider flame zone compared to helium. At high pressures

the flame propagation behavior differed from low pressures with instantaneous com-

bustion initiation but different flame behaviors in both gases. The flame propagation,

holding and sustenance behavior has been explained in detail in the two back ground

gases at both pressure extremes. The three-dimensional computations showed that

the combustion behavior is different with predictions using planar assumption. The

differences have been documented.
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CHAPTER 1. INTRODUCTION

Computational Fluid Dynamics (CFD) deals with the computer solution of the Navier-

Stokes equations describing fluid dynamics. The CFD solver of the present generation

is no longer tailored to the problem of interest. The rapid progress in developing fluid

flow models for varied situations coupled with improved algorithms have led to a

single CFD solver being applied in different applications. The application can be

as varied as reacting and non-reacting. CFD is now a mainstay in understanding

flowfields at the industrial scale and also at a fundamental level. The domain of flow

situations where CFD is growing is expanding rapidly.

The dissertation work concerns with two applications: one a non-reacting indus-

trial scale problem and the other a reacting situation. The non-reacting flowfield is

that of a unique exhaust nozzle concept called the shrouded plug nozzle that finds ap-

plication in supersonic propulsion systems. The second application, a flowfield with

reacting hypergolic MMH/RFNA propellants aims at understanding transient pro-

cesses governing combustion initiation and sustenance. Both flows draw on a generic

formulation of the Navier-Stokes equations that can be tailored to solve either one.

The reacting and non-reacting case share common features in terms of flow physics

and algorithm development which makes their solution using a single tool possible.

The difficulties posed by both non-reacting and reacting flows to algorithm develop-

ment are also shared. For example, both flowfield need sufficient resolution of wall

boundaries which leads to difficulties with high aspect ratio cells [1]. The presence of

source terms in turbulence models in non-reacting flows and both turbulence as well

as species source terms in reacting flows pose a common challenge to CFD [2]. The

present work makes use of a CFD solver which deals with both flowfields. The algo-

rithm details are given later. In the next two sections we discuss the two applications

where the CFD solver is applied.
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1.1 Shrouded Plug Nozzle

The most persuasive arguments for a supersonic transport aircraft is the significant

time savings and thereby increase in productivity for passengers, relative to a subsonic

aircraft. Earlier development in commercial aircraft design concentrated in increasing

the size till supersonic flight allowed higher passenger productivity as evident from

programs like the Concorde supersonic transport. The Concorde program proved that

commercially viable supersonic transport is possible but also directed the attention

of the later generation of propulsion engineers to its drawbacks. The low passenger

capacity, high fuel consumption and powerplants which were not designed to meet

the noise regulations eventually led to the aircraft being grounded. The powerplant

of a supersonic transport aircraft, thus, plays a major role in the success of any

such developmental endeavor. In recent years buoyed by the tremendous market

for subsonic business jet aircrafts focus has been directed for the development of

a supersonic business jet [3]; [4]; [5]; [6]; [7]. In realizing this goal special focus is

required for the development of an efficient propulsion system and its components.

The development of exhaust nozzles is one of the difficult tasks for a successful

supersonic transport propulsion system. Exhaust system performance is extremely

important at takeoff and supersonic cruise but may also be equally important in

the subsonic and transonic flight conditions depending on the flight profile of the

aircraft. The importance of the exhaust system can be gauged by the fact that

Stitt [8], in his review on supersonic aircraft exhaust nozzles, pointed that a 1-percent

increase in efficiency in exhaust system is at least three times as effective as a gain

in performance of any other propulsion component. The exhaust systems optimum

performance is, therefore, important at all operating expansion ratios combined with

external freestream conditions. In supersonic flight the adoption to environmental

pressure was achieved using nozzles which can vary their area ratio according to flight

conditions. Mechanisms to vary area ratio are complicated and heavy, therefore, the

final design is a trade-off between performance and weight.
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Mechanical design simplicity will also prove to be a serious consideration for ob-

taining an efficient exhaust nozzle for supersonic aircraft. In order to achieve optimum

thrust and drag characteristics the earlier designs relied on varying area ratios in line

with the nozzle pressure ratios for the entire range of flight conditions. The problem

then boils down to designing an exhaust system that can obtain optimum thrust mi-

nus drag characteristics, which is simple, lightweight, easy to fabricate and service

during the life cycle of the propulsion system. This task is further complicated when

the harsh environments at which nozzles operate are taken into consideration which

relies on development in areas of materials.

Although not a focus in the present thesis, the noise characteristics are the most

significant aspect of an exhaust system due to the ever increasing restrictions on noise

requirements for civil transport. A propulsion system which will be able to meet the

demands of environmental issues such as sensitivity to noise and sonic booms will see

commercial success. In this context, the exhaust system performs the key role of noise

suppression of the ensuing hot jet exhaust. This results in conflicting requirement of

high aerodynamic performance and low noise levels particularly at take-off conditions.

At supersonic cruise the aerodynamic performance becomes important as an efficient

nozzle system directly translates into higher number of miles gained, an important

metric for civilian transport.

In order to achieve such requirements a number of exhaust systems have been

considered since the early 1960s. Stitt [8] provides an excellent review of supersonic

exhaust systems for air-breathing propulsion. The early studies on various config-

urations were categorized into the first generation concepts and second generation

concepts. The first generation concept (1963-1971) consisted of a variable-flap ejec-

tor nozzle, auxiliary-inlet ejector nozzle and the low angle plug nozzle. The second

generation (1971-1985) consisted of the co-annular ejector nozzle and the co-annular

plug nozzle concepts. Thus, the exhaust systems were envisaged were mainly based

on the ejector and the plug nozzle concepts. In the present work the plug nozzle
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concept is revisited, but with certain modifications, to see its efficacy for supersonic

transport applications.

Plug nozzles have been studied [9]; [10]; [11] extensively since the 1950s because of

the considerable advantages they provide in compensating for thrust at high altitudes.

The basic concept of plug nozzle existed from the early 1950s [10]; air-breathing

propulsion research establishments as well as research centers have studied them in

various configurations and at different operating conditions based on the application.

In its simplest form a plug nozzle consists of an axisymmetric plug surrounded by

a primary nozzle which contains the gases to be expanded to the ambient conditions.

Depending on the length of the shroud in comparison to the plug, three classifications

may be considered: a plug nozzle in which the entire expansion occurs externally i.e. a

sonic throat exit nozzle, a plug nozzle with partial internal expansion i.e. the primary

nozzle shroud extends beyond the sonic throat section and a third configuration in

which none of the supersonic expansion occurs externally. The third configuration in

which the primary nozzle shroud extends the entire length of the plug is equivalent

to a divergent section and has not been studied extensively.

The earliest interest in plug nozzles arose because of their intended application to

rocket engines. An intelligent combination of annular combustors with plug nozzle in

solid or liquid rocket engines can provide considerable gains not just in aerodynamic

performance but also a possible reduction in weight as well as additional complexity

due to thrust vector control [12]. As a result of these envisaged advantages the early

work was centered around design and understanding the flow physics of plug nozzles.

The generic character of an axisymmetric plug nozzle is shown in Fig. 1.1 [13] and

is composed of a primary nozzle surrounding an internal plug. The primary nozzle,

contains the gases upstream of the throat, can extend somewhat downstream of the

throat (as shown in Fig. 1.1) to provide a combination of internal and external expan-

sion or can end at the throat giving rise to completely external expansion. In either

case, upon reaching the end of the shroud the gas on the outer periphery adjusts

to the ambient pressure by means of a shock or expansion fan, while the fluid on
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the inner periphery expands along the plug surface. When the nozzle is operating

at off-design conditions, expansion/compression waves from the lip travel across the

flow to the plug surface, impinge and reflect, eventually reaching the constant pres-

sure interface separating the nozzle flow from the ambient fluid. Upon reaching the

interface, they reflect with opposite sign and the process repeats until the plug tip

is reached as suggested in middle schematic of Fig. 1.1(c). At design, the successive

characteristics forming a centered expansion fan originating from the shroud lip are

canceled as they reach the plug with the tail of the fan just impinging at the plug

tip as shown in bottom of Fig. 1.1(b), to produce uniform exit flow. This expan-

sion against ambient pressure enables a plug nozzle to adapt to a wide range of back

pressures so that it can perform efficiently at low and high altitudes. A considerable

body of theoretical and experimental data indicates that this altitude compensating

characteristic enables a plug nozzle to provide a gain in performance relative to a

conventional converging-diverging nozzle. An additional advantage of a plug nozzle is

that it is less susceptible to separation at high back pressures than are conventional

nozzles [14].

While engines on subsonic aircraft normally operate at nozzle pressure ratios

(NPR, defined as the ratio of inlet total pressure to the ambient pressure) that are

low enough that the complexities of a converging-diverging nozzle are not warranted,

supersonic vehicles require a converging-diverging nozzle for efficient propulsive per-

formance. The supersonic business jet application, however, is considerably different

from the rocket/hypersonic applications because the supersonic speed dictates much

lower NPR’s. In the past analysis of plug nozzle flowfields, a variety of designs have

been studied. In all the configurations a primary nozzle which surrounds the plug

performs the function of internally expanding the gases and directing them onto the

plug contoured surface at the correct angle. In most of the designs considered till

date the primary nozzle extends to a very small portion or has an extensible shroud

section aft of the throat. Also previous work focused primarily on NPR’s of order 100

or larger, the present application deals with NPR’s below 10. This work also tries
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Figure 1.1. Sketch of a traditional plug nozzle(top). Flow structure
for Nozzle Pressure Ratio (NPR, defined as the ratio of inlet total
pressure to the ambient pressure) less than design (middle) and flow
structure at design (bottom) [13].

to address the dearth of pertinent computational analysis for plug nozzles with an

extended primary nozzle shroud that operates at NPR’s below 10.

The nozzle system on a supersonic aircraft must not only provide attractive propul-

sive performance, but must also have favorable acoustic performance. The potential

for routine supersonic flight in the civilian realm requires achieving an acceptable

vehicle sonic boom and the plug configuration in conjunction with other technolo-
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gies [15]; [3]; [4] may provide an advantage here. In supersonic flight the engine

geometry itself is also of concern. The many subsystems such as fuel lines, gear

boxes and pumps on the exterior of a gas turbine engine create a series of non-

axisymmetric protuberances that result in increased pressure drag and a stronger

inlet shock, thereby directly contributing to the sonic boom. To circularize the na-

celle, a high bypass, co-annular, shrouded plug nozzle has been envisaged [4]. The

notional view of the concept is shown in Fig. 1.2 highlighting the various components

and the two flowpaths. In comparison to a conventional plug nozzle the shroud in

the shrouded design extends to considerable portion of the plug length. Hence, called

the shrouded plug nozzle.

Figure 1.2. Notional view of supersonic plug nozzle concept with key
features highlighted. [4].

In the case of conventional plug nozzles the operating pressure ratio range always

results in expansion or compression waves occurring external to the shroud. The pri-

mary nozzle of the plug only serves to feed the contoured plug surface with supersonic

flow. As mentioned earlier, the interaction of the exhausting gases with the exter-

nal ambient results in self-adaption of the flow to the external ambient. The region
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of interest in the case of plug nozzles for rocket applications always exists external

to the primary nozzle exit. The external shroud in the current concept results in a

traditional converging-diverging passage which leads to a return to shock/boundary

layer separation characteristics at low operating NPR’s within the exit plane. Thus,

the flow structure within the shrouded part of the plug nozzle can no longer be ig-

nored. The presence of an extended shroud in the present nozzle, therefore, results

in a marked change in the behavior of the nozzle particularly at off-design condi-

tions. The presence of flow phenomena associated with nozzle flow separation seen

in supersonic nozzles can be expected in the present nozzle. The shock/boundary

layer interaction also results in unsteady shock oscillation at the off-design nozzle

pressure ratios. This oscillating shock may in turn lead to substantial unsteady loads

on the nozzle structure and lead to performance which is completely different from a

conventional plug nozzle.

Hagemann [13] considered an axisymmetric plug nozzle intended for rocket ap-

plications with NPR’s above 100. In this work they describe the flow phenomenon

observed at these operating conditions. The small shroud length, however, resulted in

the flow field of interest to occur external to the shroud exit. Motivated by different

applications variety of plug nozzle concepts were designed including linear aerospike

nozzles, truncated plug nozzles during the recent past. The most recent research

activity on plug nozzle flowfields concerned with computational fluid dynamic predic-

tion, aerodynamic performance with freestream effects was done as part of a European

RTO/AVT working group. The research activity [14] was concerned with plug nozzle

applications for rocket applications and therefore only considered NPR’s above 100.

In all the computations they were able to predict steady pressure distribution in close

agreement with experimental data. The configuration they considered had a long

plug with considerably small shroud section.

To understand the multitude of shock physics that is likely to occur in the present

shrouded plug configuration it is instructive to look at the analysis for converging-

diverging nozzles. The early know work which combined both experimental and
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computational analysis was that due to Coakley [16]; [17]; [18] and others [19]; [20]. In

the case of experimental work the earliy work was due to Sajben [21]; [22]; [23]; [24]. In

the work they considered a transonic diffuser channel intended to replicate the inlet of

a supersonic aircraft. They note that the nozzle shock behavior varied with the nozzle

operating conditions as shown in Fig. 1.3. In their work they divided the transonic

flow into four groups according to the Mach number upstream of the shock. When

M1 < 1.1 the shock alternates between shock free and multiple shocklet patterns;

for 1.1 < M1 < 1.3, the shocklets disappear and a single shock wave is generated

downstream of the throat. The boundary layers in both flows are separated due to

the adverse pressure gradient in the diverging section. For the flow with M1 > 1.3,

the boundary layer is separated by the shock wave. When M1 > 1.35, the shock wave

near the upper wall exhibits a lambda pattern. The vortex sheet is generated at the

bifurcation point and the shocklets propagating upstream are clearly visible. In all

these scenarios the flow is unsteady and associated with the motion of the shock.

Handa et al. [25] later were able to confirm the behavior through experimental

study which involved high speed imaging of the shock motion. They observed that in

the low upstream Mach number case (M1 < 1.1) compression waves were generated in

the nozzle section which steepen while propagating upstream and eventually become

new shock waves. The ordinary shock thus is seen to move beyond the throat or

to disappear while moving downstream depending on the pressure ratio across the

nozzle. Fig. 1.4 shows the shock dynamics through a series of schlieren photographs

at two operating pressure ratios of 1.28 and 1.29 where the shock moves upstream and

unchoking the nozzle momentarily and then choking again at a downstream location.

In the work they also indicate the presence of upstream propagating disturbances

which are generated at a higher frequency than shock oscillation frequency.

The experimental work on planar supersonic nozzles and transonic diffusers [21];

[25]; [26]; [27]; [28]; [29] has shown that the unsteady self-sustained shock oscillations

can have considerable effect on the nozzle behavior. The actual cause for these oscil-

lations is still debatable but the analytical study of shock oscillation by Plotkin [30]
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Figure 1.3. Schematic of various flow structures in a transonic diffuser
based on incoming Mach number [25].

has suggested that this phenomenon is driven by velocity fluctuations in turbulent

boundary layer. The analysis which proposed a simple model based on the convection

of the shock wave by turbulent fluctuations and linear restoring mechanism due to

the mean flow was able to predict peak rms pressure fluctuations in good agreement

with the experiments. The low NPR result in considerable separation particularly on

the plug surface aft of the shock region. A number of experimental work pertaining

to the unsteady behavior of the shock system have been reported [21].

Earlier work on converging diverging supersonic nozzles, particularly thrust-

optimized contour nozzles, for rocket applications with flow separation at low NPR’s

has associated them with the presence of two distinct flow separation regimes: Free

Shock Separation (FSS) and Restricted Shock Separation (RSS) [31]; [32]. In the FSS

regime the flow on the nozzle wall separates and never reattaches whereas in the RSS
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Figure 1.4. Shock oscillation, unchoking and usptream propagating
disturbances in a transonic diffuser at NPR of 1.28(left) and 1.29
(right) [25].

regime the flow on the nozzle wall is characterized by a recirculation bubble. In the

past many researchers have distinguished this behavior and identified the presence of
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a hysteresis regime during the FSS/RSS transition. The identification of this tran-

sition is important for nozzles as it is directly attributed to the peak side-loads seen

due to the three dimensionality that sets in at this transition [33]; [34]. Figure 1.5

shows a schematic of the FSS and RSS regime.

Figure 1.5. Schematic of Free(top) and restricted(bottom) shock sep-
aration regimes for a thrust optimized parabolic nozzle [31].

Verma [35] reports experimental data that describe shock physics for two config-

urations, truncated and full length low angle plug with an extended cowl, studied

under freestream effects. The shock structure, steady pressure distribution and the

thrust coefficients were obtained for the model. Although the work did not consider
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expansion ratios when the shock structure will reside within the shroud it gives an

idea of the flowfield once the shock moves out of the plug nozzle. Figure. 1.6 shows

the complex shock structure that is associated with this plug nozzle (also shown in

figure). The figures show the presence of an internal shock and reattached as well

as separated depending on the operating condition. The shock appears to emanate

from the cowl tip and impinge on the plug. The paper also provides details on the

pressure distribution and unsteady pressure fluctuations on the plug.

Figure 1.6. Shadowgraph images for the annular plug nozzle shown
in the figure for (a) NPR = 2.1, (b) = 2.57 and (c) NPR = 3.82 [35].

In the present case the presence of an extended shroud section in the primary

stream will result in shock turbulent boundary layer interaction with separated flow

over the plug in a similar manner to what has been observed above. The plug nozzle

will exhibit multitude of shock structures depending on the operating conditions and

nozzle design.

For the computational prediction of such flowfields, the literature focused on

studying nozzles at off-design conditions is a good indicator. Reynolds Averaged

Navier Stokes(RANS) equation solutions are a wide spread tool for predicting shock
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physics in nozzles [32]; [31]. The shock waves are automatically captured based on

the formulation of the inviscid and viscous fluxes. The specification of the inviscid

flux in combination with a turbulence model for turbulence closure have resulted in

successful steady predictions that have helped in the design process of many exhaust

nozzle configurations. Recent CFD results have also suggested that the flows which

were considered to be steady are inherently unsteady in nature, thus requiring the

need for resolution of the turbulence spectrum.

Although LES-like methods are available they are restricted to simple flow config-

urations like compression corners [36] and reflecting shocks on flat plates [37]. This

is primarily due to the exorbitant grid resolution that is needed to obtain accurate

results. The restriction proves particularly daunting when flows of industrial scale

like the one considered here are attempted to model. This is in spite of the tremen-

dous progress that has been achieved in computational power. In recent times hybrid

RANS/LES models like Detached Eddy Simulation (DES) have shown promise with

respect to resolving large scale turbulent structures in the flow particularly recircu-

lation regions. In these models the RANS formulation is applied at the solid surface,

while the LES methodology is applied to massively separated regions through a grid

dependent switch. The hybrid methodology is considered to involve much less com-

putational cost than LES as it alleviates the required mesh resolution near and along

the walls and the resultant time step restriction. The limited understanding in terms

of the interaction of boundary layer with the shock makes the modeling more difficult.

Two scenarios are often interpreted of the self-sustained oscillations: a first scenario

that seeks the driving mechanism of the oscillations to be the turbulent boundary

layer, more precisely the interaction of upstream turbulence with the shock. The

second scenario does not seek the origin of the low frequency shock oscillation in the

turbulent boundary layer but rather in the intrinsic dynamics of the recirculation

zone aft of the shock. The precise mechanism is, however, still unknown and the

literature is strife with speculation.
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With regard to predictive capability a number of survey papers have been pub-

lished over the last decade [38]; [39]. Zheltovodov [38] is the most recent account

of the prediction of shock wave turbulent boundary layer interaction. In recent past

unsteady hybrid RANS/LES techniques have been applied to a number of high-speed

flow configurations involving shocks. Deck and co-workers have looked at several con-

figurations like controlled propulsive jet, thrust optimized contour nozzle and mixing

in a supersonic round jet using hybrid RANS/LES models. In the thrust optimized

contour nozzle they were able to predict the side-loads acting on the nozzle during

various operating conditions along with obtaining a detailed understanding of nozzle

flowfield.

The co-annular plug nozzle primary and secondary stream are separated from

each other by a long barrel shroud (Fig. 1.2. This allows us, to a first approximation,

study the primary stream consisting of the plug and the shroud alone and therefore,

will be the focus in the thesis. The primary stream is referred as the shrouded plug

nozzle. The shrouded plug nozzle when employed in supersonic propulsion systems

will experience varying operating conditions during flight. The operating conditions

are determined by the total pressure and the total temperature at the exit of the

turbine core and fan streams which provide the working fluid for the nozzle. A sub-

scale shrouded plug nozzle was designed at Purdue University [40] with an intention to

obtain exhaust nozzle data and also serve as a means to validate computations. The

data obtained from testing of the sub-scale model with extensive instrumentation will

be used to validate the computations performed here. The test campaigns provided

data in terms of flow structure, pressure distribution and pressure oscillation on the

plug and shroud surface [40]; [41].

The computations will be performed using the finite volume based solver which

accounts for larger than grid flow turbulence as described in the next chapter. The

turbulence will be treated in a RANS mode in the boundary layer while away from the

wall larger than grid size turbulence will be resolved. By exploiting the axisymmetric

nature of the plug the study begins by performing steady and unsteady computa-



www.manaraa.com

16

tions with an axisymmetric assumption. These computations serve as a quick step

to understand the flow field in the shrouded plug nozzle and lay the basis for com-

plete three-dimensional computations. In particular axisymmetric computations will

result in an understanding of the flow regimes as a function of operating conditions.

The comparison of the axisymmetric computations with the experimental data will

help understand the validity of axisymmetric assumption. The three-dimensional

computations, both steady and unsteady, are performed to explore asymmetry in the

flowfield and simultaneously contrast with axisymmetric computations. The unsteady

three-dimensional computations will relax the axisymmetric assumption and treat the

turbulence in three-dimensional fashion. The unsteadiness within the nozzle will be

studied in detail in view of the examples that have presented earlier in this section.

1.2 Reacting Impinging Jets of MMH/RFNA

Application of reactive flow simulations for combustion systems can yield fun-

damental insights into the transient combustion and the ensuing stationarity. Un-

derstanding of these phenomena can help in designing the combustion systems with

desired and efficient performance. Combustion simulations remain challenging due to

the large number of fundamental processes that govern combustion: turbulent mixing,

multi-species chemical kinetics, multi-phase flow and varied time scales of physical

processes. The combustion of bipropellant combinations like the one considered here

is challenging because of the same reason. Monomethylhydrazine (CH3NHNH2), ab-

breviated as MMH, is used as a propellant in many space applications. It continues to

be of great interest [42] as a fuel in propellant combinations involving RFNA or Red

fuming nitric acid as an oxidizer. Hypergolicity refers to a spontaneous heat release

that occurs when the two propellants come into contact with each other. The initia-

tion of the process is determined by both chemical kinetics of the reacting species and

the physical processes involved. By understanding the interplay of chemical kinetics
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with convection and diffusion processes through simple configurations we may be able

to understand the complexities of a real system.

Computational simulations of bipropellant mixtures is limited in literature from

a stand point of understanding fundamental mechanisms. The mixture combination

in real systems is used in condensed phase which makes the analysis difficult. Nev-

ertheless attempts have been made by incorporating simple models that describe the

process of going from condensed phase to gaseous reactions [43],. Unlike the ap-

proaches that have been adopted so far, a simple configuration with impinging fuel

and oxidizer jets is used here to understand the mechanism at the gaseous reaction

phase. For this simple configuration the geometry from the injector studies currently

being performed at Purdue University are adopted. The papers Pourpoint et al. de-

scribes the injector configuration in detail.

Hypergolic propellants ignite after an induction phase where the fuel and oxidizer

undergo mass and thermal diffusion to form a chemical mixture combination that

is suitable for thermal runaway. Theory and experiments suggest that the time for

this exponential heat release to take place depends on interaction of the chemical

and physical processes. The chemical kinetics dictates a finite time to ignite based

on the initial and final combination of the mixture. The mass and thermal diffu-

sive properties of the mixture or the environment where combustion occurs add to

the physical delay. Both these processes are further dependent on the temperature,

pressure and gaseous environment where combustion occurs. The chemical reaction

mechanism dictates the chemical delay time. The properties of the species depend

on the thermal conductivity, specific heats, molecular viscosity and mass diffusion

coefficients.

The chemical reaction between a hypergolic or storable fuel/oxidizer combinations

proceeds through a large number of multiple intermediate species and elementary

reactions. In 2009 the first ever detailed mechanism was published [44]. Since then

reduced mechanism have been suggested by Westmoreland and Nicole [45] based upon

asymptotic considerations or sensitivity analysis. This mechanism with 25 species and
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98 reactions is used here close to the full mechanism in employed. The MMH/RFNA

chemistry has been studied extensively in literature at different ambient conditions.

Recently as part of the MURI initiative a reduced mechanism has been developed

that has been used here.

Environment in which combustion occurs heavily influence the combustion pro-

cess. Pourpoint et al. [46]; [47] in their work with rocket grade hydrogen peroxide

along with a synthetic fuel combination have found contrasting combustion behavior

in argon and helium ambient gas. The gas mass and thermal transfer properties of

fuel and oxidizer in helium are different than that in argon. This results in disparity

in the combustion behavior in either environment due to relative effect of these two

physical processes. Lewis number was found to be one for propellant mixtures in

argon while that of helium was above one. The thermal diffusivity dominated in the

case of helium. The result was that the fuel/oxidizer flame which grew rapidly for

the initial few milliseconds of combustion lost heat rapidly to the surroundings in the

helium environment. The flame was then extinguished for a few milliseconds before

a second ignition occurred. In combustion of hypergolic MMH/RFNA mixtures the

gaseous environment where combustion occurs is composed of multiple species whose

mass and thermal diffusivity vary. Hence, it will be of interest to study ambient gas

effect on combustion by considering the environment to be made up of different gases.

The chemical kinetic mechanism itself is heavily dependent on the ambient tem-

perature and pressure through the rate constants. According to chemical kinetics

theory, the reaction rate of the overall global reaction mechanism is dependent on the

species concentrations and the rate constant given by the Arrhenius relation. The

combustion initiation occurs at critical values of temperature and pressure depending

on these rate constants with the combustion initiation reactions having high activa-

tion energies becoming the rate determining reactions. The time to ignite improves as

the temperature increases as a consequence of the exponential dependence on temper-

ature in the Arrhenius relation. Thus, it seems necessary to understand the impact

of ambient environment properties on combustion initiation and sustenance.
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Impinging jet configurations in which metered doses of fuel and oxidizer are shot

at each other at an included angle help in understanding global time scales of com-

bustion processes. The impinging jet configuration described and studied later is the

configuration used in the experimental work done at Purdue University as part of

the Multiple University Research Initiative (MURI) [48]; [49]. In these configura-

tions a fuel and oxidizer stream issue from two orifices with an included angle and

impinge in a downstream ambient. Following which the two streams merge and un-

dergo combustion. The fluid dynamics of the merging process in the impinging jet is

similar to reacting shear layers. This kind of fuel/oxidizer impinging configurations

also forms the basis for practical rocket combustors [42]. The early known work on

providing a theoretical understanding of combustion in such configurations is due to

Lawver and Breen [50]. They hypothesized that combustion in hypergolic impinging

configurations occurred primarily in two means depending on the impingement ve-

locity, impingement angle and the ambient conditions, one by mixing at the interface

followed by combustion at downstream location and the other through separation of

the jet streams of oxidizer and fuel by a reaction zone. In that they proposed that

the diffusion time scale and the chemical kinetic time scale determine the combus-

tion process. Under mixing conditions a mixing zone is exhibited similar to that of

nonreactive streams. This zone extends from a point of contact to some distance

downstream at the end of which hypergolic ignition occurs and flame is anchored.

The condition of jet separation is characterized by a reaction interface from the ini-

tial point of contact downward and preventing mixing. The combustion zone exists

all along the streams. In Fig. 1.7 taken from the same reference these two conditions

are shown schematically. In the figure τign is the chemical time scale for ignition and

τmix is the diffusion time scale. For mixing τign is greater than τdiff and vice versa

for separation.

In the context of understanding impinging jet configuration combustion of hy-

pergolic propellants, hybrid RANS/LES methodologies adopted with a finite rate

chemistry model to account for species mass fractions is the tool adopted here. These
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Figure 1.7. Schematic of mixing and separation combustion for hy-
pergolic impinging jets from reference [50].

method of dealing with the fluid dynamic equations of have been used extensively in

a wise variety of applications. Ohminami et al. [43] have used a finite rate chemistry

model coupled with chemical kinetic mechanism for hydrogen fuel and di-nitrogen

tetroxide to study combustion in bipropellant thrusters. In this work they have

adopted the realizable k − ε model to account for the turbulence. They were able to

predict the flame structure and understand the cooling mechanism within the com-

bustor. In [42], Nusca has used a time-accurate CFD solver to simulate the unsteady,

chemically reacting flow again in a rocket combustor. In the work the thrust from

the rocket combustor was obtained compared against experimental measurements.

Although both these computations make use of reactive flow equations to simulate
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gas phase reactions they also consider the entire process of hypergolic combustion

from condensed phase break-up to gas phase reactions. In the work presented here

the emphasis has been laid on understanding the gas-phase reaction and the effect of

various physical processes on combustion.

The primary focus of CHAPTER 3 of the thesis is to evaluate the newly devised

reduced mechanism for MMH/RFNA chemistry in the context of impinging reacting

jets. The reduced mechanism will be employed in the context of the finite volume

based solver discussed in the next chapter which assumes a finite rate Arrhenius

chemistry model for the chemical species source. The model assumes perfect mixing

at the sub-grid scale level with the species source term evaluated based on filtered av-

eraged quantities at the cell center. As with any real combustion system the reaction

of MMH/RFNA is determined by both chemical kinetics as well as the convection

and diffusion processes. To first understand the global chemical kinetic time scales a

constant volume problem is formulated. A uniform grid wherein a homogeneous mix-

ture of MMH/RFNA is allowed to react at a given initial temperature and pressure

is used for the constant volume problem. The combustion time scales which corre-

spond to the chemistry are studied using this problem formulation. Following the

constant volume problem the effect of convection and diffusion is included along with

chemistry in the impinging reacting jets configuration. As a first step towards com-

plete three-dimensional computations the impinging jet problem is studied initially

with a planar assumption. This will allow quick assessment of the chemistry with

relatively fine grids. As mentioned earlier, the background gas can significantly effect

the combustion process. The effect of background temperature and pressure as well

as different background gases can be studied quickly with the planar problem. Two

background gases of helium and argon are considered which provide for background

gases with different mass and thermal diffusivities. The mass diffusivity of helium is

higher than that of argon while the thermal diffusivity of argon is higher than that

of helium. The relative effect of mass and thermal diffusivity in each background gas

will effect combustion process. The three-dimensional computations are presented
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next wherein the planar assumption is relaxed and the turbulence is treated as three-

dimensional. For both the planar and three-dimensional computations the emphasis

will be on understanding flame initiation, propagation, holding and sustenance. The

turbulence closure employed using turbulent length scale switch based on grid size

(DES) will account for mixing based on turbulent length scales larger than grid but

will assume perfect mixing at the sub-grid level.

1.3 Outline of Thesis

In order to lay a foundation for the unsteady analysis of the two problems of

interest, CHAPTER 2 discusses the computational treatment of the fluid dynamic

equations of reactive flow. The non-reacting case for the analysis of shrouded plug

nozzles follows as a subset of the reacting flow equations. The RANS equations

which are solved are detailed followed by a discussion of the turbulence closure em-

ployed. The evaluation of source term term based on a finite rate Arrhenius model

is presented which is employed in the reacting flow computations of impinging jets of

MMH/RFNA. The definition of thermo-chemistry to include effects of temperature

on flow properties along with definition of mixture properties for reacting flows is

given. The numerical scheme for spatial and temporal discretization of the conser-

vation equations based on a finite volume based preconditioned dual time stepping

algorithm is presented followed by the boundary conditions for the equations.

The details of the computations performed in the context of the shrouded plug

nozzle flowfield are presented in CHAPTER 2. Both steady and unsteady compu-

tations with axisymmetric assumption and complete three-dimensional geometry are

presented. The relative merit of performing three-dimensional computations against

axisymmetric computations is evaluated both in the steady and unsteady context.

The discussion employs experimental data obtained from the sub-scale nozzle testing

to validate the computations. In the process the flow physics in the nozzle is studied

with the symbiosis of computational and experimental data.
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The combustion of impinging jets of MMH as fuel and RFNA as oxidizer is studied

in CHAPTER 3. The newly formulated chemical mechanism is evaluated for com-

bustion initiation, flame propagation, holding and sustenance in the context of two

problems. First, a simple constant volume problem is devised based on the present

framework to evaluate global chemical kinetic time scales as a function of temperature

and pressure. The impinging jet problem is studied in the planar context with an em-

phasis on understanding flame behavior as a function of background gas. The effect

of pressure as well as effect of two different background gases that help evaluate flame

behavior when mass and thermal diffusive properties are varied is presented. Follow-

ing this foundation the impinging jets are studied for the complete three-dimensional

geometry.

The last chapter summarizes the work and presents the future direction to be

taken with regard to both the flows.
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CHAPTER 2. NUMERICAL SCHEME

The numerical scheme for solving the Navier-Stokes equations of motion for both

aerodynamic and reacting flows are described in this chapter. The chapter begins

with a discussion of the governing equations and the turbulence closure used, followed

by a discussion of the preconditioned dual-time step finite-volume based solver.

2.1 Governing Equations of Fluid Dynamics

The Navier-Stokes equations are generally accepted as the governing equations of

fluid flow. The Navier-Stokes systems of equations for multi-species are given by,

∂Q

∂t
+∇ ·

(
~F − ~Fv

)
= H (2.1)

with Q = (ρ, ρu, ρv, ρw,E, Yk)
T being the primitive variable vector.

The inviscid and viscous vectors appearing in the equations are as follows,

~F = Fx~i+ Fy~j + Fz~k

~Fv = Fvx~i+ Fvy~j + Fvz~k
(2.2)

with ~i, ~j and ~k denoting the unit vectors in the three co-ordinate directions while

Fx, Fy and Fz denote inviscid vector components and Fvx, Fvy and Fvz denoting the

components of the viscous vector.

The vector components of inviscid fluxes are given by,

Fx (Q) =



ρu

ρuu+ p

ρuv

ρuw

u (E + p)

ρuYk


Fy (Q) =



ρv

ρuv

ρvv + p

ρvw

v (E + p)

ρvYk


Fz (Q) =



ρw

ρuw

ρvw

ρww + p

w (E + p)

ρwYk


(2.3)
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and the vector components of viscous fluxes (i = x, y, z) are given by,

Fvi (Q) =



0

τix

τiy

τiz

ujτij − qi
−ρYkVi,k


(2.4)

with u, v, w denoting the three components of velocity, ρ the fluid density, Yk the

species mass fraction for each of the N species, p the fluid pressure and E the energy

in the above equation. In the vector components of inviscid and viscous fluxes the

first row is the global mass conservation, the next three rows are the momentum equa-

tions for each of the x, y and z co-ordinates followed by the energy and species mass

conservation equations. The species mass conservation equations are N in number

for each of the species involved in the chemical reaction giving a total of N+5 system

of equations.

The source term consists of the species chemical reaction rate, ω̇k:

H = (0, 0, 0, 0, 0, ω̇k)
T (2.5)

which will be determined in a later section in this CHAPTER.

The heat release due to combustion can be obtained as, ω̇T =
N∑
k=1

∆h0
f,kω̇k with

∆h0
f,k denotes the enthalpy change for species k.

The viscous stress tensor components (i = x, y, z) are given by,

τij = 2µ (T )

(
Sij −

1

3
Skkδij

)
(2.6)

where µ is the dynamic viscosity while Sij is the mean shear stress tensor given by

Sij = 0.5 ((∂ui) / (∂xj) + (∂uj) / (∂xi)).

The heat flux, qi, appearing in the energy equation is given by,

qi = −κ (T )
∂T

∂xi
+ ρ

∑
k=1....N

Vk,iYkhk +Q (2.7)
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with Vk,i denoting the diffusion velocity for the kth species in the ith direction. The

definition of this term is given in a later section. The first term represents heat

conduction with κ(T ) denoting thermal conductivity. The second term represents

heat flux due to species diffusion which is important for multi-species reacting systems.

The third term represents a heat source, for example, due to specified heat addition or

ignition element. In general knowing the Prandtl number, Pr, of the flow, the thermal

conductivity is obtained as: κ = µCp/Pr where Cp is the specific heat coefficient at

constant pressure.

For a calorically perfect gas the following relation holds for the total energy E,

E = ρe =
p

γ − 1
+

1

2
ρ |~u|2 (2.8)

where γ is the ratio of specific heat at constant pressure, Cp to constant volume Cv.

The internal energy is related to the total enthalpy, h, as, ρe = ρh− p.

The Navier-Stokes systems of equations can be written in integral form by inte-

grating over a control volume, Ω. Then, by applying the divergence theorem,∫
Ω

∂Q

∂t
dV +

∫
δΩ

F (Q,~n) dS =

∫
δΩ

~Fv (Q) · ~ndS +

∫
Ω

HdV (2.9)

with F (Q,~n) = ~F · ~n being the inviscid flux vector. In the above equation, ~n =

nx~i+ny~j+nz~k is the normal vector pointing out of the control volume whose boundary

is δΩ. The inviscid flux vector can be written concisely for implementation in a

numerical code as,

F (Q,~n) =



ρun

ρunu1 + pnx

ρunu2 + pny

ρunu3 + pnz

un (E + p)

ρunYk


(2.10)

with un = ~u̇~n being the normal velocity at the control surface.

The Navier-Stokes systems of equations for two dimensional or axisymmetric com-

putations can be grouped by incorporating the following switch between the two
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forms:ωa = 1 − ω + ωy [51]. The logical switch, ω, takes the value of 0 for two-

dimensional formulations and 1 for axisymmetric equations. By including this switch

the Navier-Stokes equations are rewritten as,∫
ωa
∂Q

∂t
dV +

∫
ωaF (Q,~n) dS =

∫
ωa ~Fv (Q) · ~ndS +

∫
ωaHdV +

∫
ω (Hi −Hv) dV

(2.11)

for both axisymmetric and two-dimensional analysis. The primary variable, inviscid

flux vector and viscous vector component reduce to,

Q =



ρ

ρu

ρv

E

ρYk


F (Q,~n) =



ρ

ρunu+ pnx

ρunv + pny

un (E + p))

ρunYk


Fvi (Q) =



0

τi1

τi2

ujτij − qi
−ρYkVi,k


(2.12)

and the source terms appearing in the axisymmetric form of the equations given by,

Hi =



0

0

p

0

0


Hv =



0

0

2µ
3

(
2v
y
−∇ · ~u

)
0

0


H =



0

0

0

0

ω̇k


(2.13)

where the source term Hi − Hv remains in the equations only if the solution is ax-

isymmetric according to the switch ω.

2.1.1 Reynolds Averaged Navier Stokes Equations

The numerical simulation of the complete Navier-Stokes equations, which comes

under the domain of Direct Numerical Simulations, requires fine grids to resolve the

entire turbulence spectrum. Since computations of this scale are largely beyond the

scope of present computational power, a part of the turbulence is modeled and the rest

of the fluid flow is resolved by the algorithm. Thus, the instantaneous flow variable, q,
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is split into a time-dependent averaged part q̄ and a modeled turbulent perturbation,

q′, for computational procedures which results in,

q = q̄ (x, t) + q′ (x, t)

q̄ = 1
∆t

t+∆t∫
t

q (x, t) dt
(2.14)

with ∆t being the time period over which the flow quantity is averaged.

The complete turbulence picture of any unsteady flow field is composed of large

length scale turbulence that derive energy from the mean flow to be dissipated as

heat at the smallest scales. The time scale for these smallest high frequency eddies

is much smaller than the largest turbulent structures in the flow. This is called scale

separation. The aim of any turbulent compressible computation would be to resolve

this entire spectrum of turbulence. As mentioned earlier, owing to constraints on

computational power for large scale industrial problems only a part of the turbu-

lence is resolved. The idea of unsteady computations is to choose the time scale of

computations, ∆t, to be larger than the time scale of the small scale turbulence but

smaller than the turn over time of the larger eddies in the flow. Thus, the smaller

scale eddies are modeled whereas the larger eddies are resolved. In the present anal-

ysis, the turbulence is incorporated by two different means. In the first, an averaging

procedure is conducted over all the time scales to give the Reynolds Averaged Navier

Stokes equations. In the second, the averaging procedure is conducted over only the

”smaller” scales while the ”larger” scales are computed directly. To preserve effective

viscous effect at the wall a hybrid DES (Detached Eddy Simulation) method is used

to separate scales. We begin by discussing RANS and then discuss DES. In this work

most computations are performed using DES.

Applying an averaging procedure over all time scales in the laminar Navier-Stokes

equations will lead to the Reynolds Averaged Navier-Stokes equations. The averaging

procedure is combined with mass averaged (called Favre averaging) velocity compo-

nents to avoid the appearance of additional correlations between the density and
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velocity perturbations which need further modeling. The Favre averaged quantities

are defined as,

u = ũ+ u”

ũ = ρu
ρ

(2.15)

where the tilde quantities refer to Favre-averages. The primary variable vector is then

given by Q̄ =
(
ρ̄, ρ̄ũ1, ρ̄ũ2, ρ̄ũ3, ρ̄ẽ, ρ̄Ỹk

)
by employing the Favre-average definition.

The Favre-averaged inviscid and viscous fluxes after some manipulation become,

F
(
Q̄, ~n

)
=



ρ̄ũn

ρ̄ũnũ1 + p̄nx

ρ̄ũnũ2 + p̄ny

ρ̄ũnũ3 + p̄nz

ũn

(
Ẽ + p̄

)
ρ̄ũnỸk


Fvi
(
Q̄
)

=



0

τ̃ix − ρ̄ũ
′′
i u
′′
x

τ̃iy − ρ̄ũ
′′
i u
′′
y

τ̃iz − ρ̄ũ
′′
i u
′′
z

ũj

(
τ̃ij − ρ̄ũ

′′
i u
′′
j

)
− q̃i − ρ̄ũ

′′
i e
′′

−
(
ρ̄ỸkṼi,k + ρ̄ũ

′′
i Y

′′
k

)


(2.16)

and the source terms vector containing chemistry term determination the formation

and destruction of each species is given by,

H̄ =
(
0, 0, 0, 0, 0, ω̇k

)T
(2.17)

with the definition of ωk given in the following section.

The Favre-averaged stress tensor is given by,

τ̃ij = 2µ
(
T̃
)(

S̃ij − 1
3
S̃kkδij

)
S̃ij = 1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

) (2.18)

and the heat flux is approximated as,

q̃i = −κ
(
T̃
) ∂T̃
∂xi

+ ρ̄
∑
k=1..N

Vk,iỸkhk (2.19)

with all the quantities defined earlier but now interpreted as an average.

The objective of turbulent RANS computations is to provide closures for the

correlations for turbulence perturbations which appear in the above equations. The
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auto-correlation between the velocity fluctuations, called the Reynolds Stress tensor

is closed by Boussinesq eddy viscosity approximation as,

τt,ij = −ρ̄ũ′′i u
′′
j = µt

(
∂ũi
∂xj

+
∂ũj
∂xi
− 2

3
δij
∂ũk
∂xk

)
− 2

3
ρ̄k (2.20)

where µt is the turbulent dynamic viscosity and δij is the Kronecker delta in the above

equation. The trace of the shear stress tensor recovers the turbulent kinetic energy,

k = 1
2

3∑
i=1

ũ
′′
i u
′′
i .

The species and energy fluxes appearing in the species equation and the energy

equation respectively are closed using a gradient assumption. The two terms are then

defined as,

ρ̄ũ
′′
i Y

′′
k = − µt

Sckt

∂Ỹk
∂xi

ρ̄ũ
′′
i e
′′ = −µTCp

Prt
∂T̃
∂xi

(2.21)

based on the gradient assumption. In the above equations Sckt is the turbulent

Schmidt number for the kth species and Prt is the turbulent Prandtl number. There

are additional correlations between turbulent perturbations in the energy equation

which are usually ignored and considered only in the hypersonic regime. The viscous

fluxes reduce to,

Fvi
(
Q̄
)

=



0

τ̃ix + τt,ix

τ̃iy + τt,iy

τ̃iz + τt,iz

ũj (τ̃ij + τt,ij)− q̃i +
(
µTCp
Prt

)
∂T̃
∂xi

−
(
ρ̄ỸkṼi,k − µt

Sckt

∂Yk
∂xi

)


(2.22)

on substituting the approximations in Eq. 2.16.

The sum of the average shear stress tensor and Reynolds stress (i = x, y, z) can

be reduced to

τij = τ̃ij + τt,ij = (µ+ µt)

(
S̃ij −

2

3
δijS̃kk

)
− 2

3
ρ̄k (2.23)

where the term −2/3ρk appearing in the sum of laminar and Reynolds shear stresses

is combined with the pressure in the inviscid flux terms.
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The total energy equation becomes,

Ē = ρ̄ē =
p̄

γ − 1
+

1

2
ρ̄ |u|2 (2.24)

with all the terms defined as earlier.

2.2 Turbulence Modeling

The equations presented in the previous section need turbulence closure. In the

present work the two equation k-ω model of Wilcox [52] has been used which does

not allow for the hybrid DES method without modifications. The model makes use of

the Boussinesq approximation to compute the Reynolds stresses. The two differential

equations of turbulent kinetic energy, (k) and turbulent dissipation (ω) are used to

form the velocity scale and the length scale to compute the eddy viscosity. The

velocity scale here is the turbulent kinetic energy (k) and the length scale as k1/2/ω.

Wilcox [52] in his recent formulation has included a stress-limiter modification to the

turbulent eddy viscosity. The model gives the eddy viscosity as:

µt =
ρk

ω̃

ω̃ = max

ω,Clim

√
2SijSij
β∗


Clim =

7

8

(2.25)

in which Wilcox suggests that a value of 0.95 for Clim yields better prediction for

shock-separated flows up to Mach 3, which is used in the present work for nozzle

flow. The turbulence kinetic energy, k, and dissipation, ω, appearing in the eddy

viscosity definition are obtained by solving the following equations,

∂ (ρ̄k)

∂t
+
∂ (ρ̄ũjk)

∂xj
= ρ̄τij

∂ũi
∂xj
− β∗kω +

∂

∂xj

[(
µ+ σ∗

ρ̄k

ω

)
∂k

∂xj

]
(2.26)

∂ (ρ̄ω)

∂t
+

∂

∂xj
(ρ̄ũjω) = α

ω

k
ρ̄τij

∂ũi
∂xj
− βρ̄ω2 + σd

ρ̄

ω

∂k

∂xj

∂ω

∂xj
+

∂

∂xj

[(
µ+ σ

ρ̄k

ω

)
∂ω

∂xj

]
(2.27)
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where the various closure coefficients appearing in the above equations are defined as,

α =
13

25
, β∗ =

9

100
, σ =

1

2
, σ∗ =

3

5
, Prt =

8

9

σd =

 0, ∂k
∂xj

∂ω
∂xj
6 0

σd0,
∂k
∂xj

∂ω
∂xj
6 0

, σd0 =
1

8

β = β0fβ, β0 = 0.0708, fβ =
1 + 85χω
1 + 100χω

χω =

∣∣∣∣∣ΩijΩkjŜki

(β∗ω)3

∣∣∣∣∣ , Ŝki = Ski −
1

2

∂um
∂xm

δki

(2.28)

with the rotational strain rate tensor is defined as: Ωij = 1
2

(
∂ui
∂xj
− ∂uj

∂xi

)
.

For a successful turbulent computation the combination of the numerical algorithm

and the turbulence model should be able to resolve the entire turbulent spectrum.

Though hierarchal models of turbulence models like Direct Numerical Simulations

(DNS) and Large Eddy Simulation (LES) achieve this, they have a requirement of high

grid density which limits their role in industrial applications of the nature considered

in this work. In the thesis unsteady computations have been performed in a hybrid

RANS-LES mode, more popularly called as Detached Eddy Simulation (DES). The

idea of DES is to compute the attached boundary layer in a RANS mode and the

outer detached eddies in the LES mode. The original DES model due to Spalart [53]

is based on a one-equation model. In the present case the underlying concept is

extended to the k-ω turbulence model. In [53] the DES model it is proposed that the

distance from the wall, d, is taken as the minimum of RANS turbulent length scale

and the cell length: ∆ = max (∆x,∆y,∆z) i.e.

d̃ = min (d, Cdes∆) (2.29)

where ∆x, ∆y and ∆z denote the cell length in the three dimensions. The constant

Cdes is calibrated and usually set equal to 0.65 [54]. In the boundary layer d < Cdes∆

and the turbulent model has a RANS like behavior. Away from the wall surface,

depending on the grid size, the model operates in the LES mode when d > Cdes∆.
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This modification can be easily achieved for the k-ω model by recognizing that lt =

k1/2/β∗ω is the turbulent length scale and then setting,

l̃t = min (lt, CDES∆) (2.30)

as the turbulent length scale to be used in the determination of the eddy viscosity.

The turbulent dissipation term in the k equation becomes,

∂ (ρ̄k)

∂t
+
∂ (ρ̄ũjk)

∂xj
= ρ̄τij

∂ũi
∂xj
− k3/2

l̃t
+

∂

∂xj

[(
µ+ σ∗

ρk

ω

)
∂k

∂xj

]
(2.31)

with this modification. Away from the wall boundary where lt < Cdes∆, the turbulent

length scale is set to the grid size, decreasing the dissipation which results in a decrease

in turbulent kinetic energy. This in turn reduces the turbulent eddy viscosity, µt,

reducing the modeled viscosity component in the momentum equation. Thus, allowing

the flow to go unsteady. The result is that a part of the turbulence is resolved with

the remainder being modeled.

2.3 Chemical Kinetics and Turbulence Chemistry Interaction

In the computation of reacting flows, a main focus is the evaluation of the chemical

reaction source term that appears in each species equation and thereby accounting

for the reaction heat release in the energy equation. The combustion is dependent on

the turbulence and the chemistry defining the species consumption and production.

In the literature a number of turbulence chemistry interactions models are available

that describe the turbulent combustion process. The Eddy Break Model [55]; [56],

G-equation model [57]; [58], the Bray-Moss-Libby model [59]; [60] and probability

density function models [61]; [62]; [63] and in situ adaptive tabulation (ISAT) [64] are

some examples of models which account for turbulence chemistry interaction. The

present work makes use of a finite rate Arrhenius chemistry model to evaluate the

species source term and is evaluated based on the filtered quantities described in the

earlier sections. The mixing at the sub-grid scale is accounted by the specification

of the turbulent Schmidt number. As the larger than grid size turbulence is resolved
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by making use of the DES turbulence model described earlier, mixing by turbulent

length scales larger than grid size are accounted for in the numerical methodology.

Reactions generally proceed through the formation of multiple reactive intermediate

species and possibly through different or parallel pathways. The overall reaction

can be represented through a series of elementary reactions collectively called the

reaction mechanism. Consider a multi-step reaction mechanism for N species reacting

through M reaction steps. Each reaction in the multi-step reaction mechanism can

be represented by a generic reaction,

N∑
k=1

ν
′

kjCk 

N∑
k=1

ν
′′

kjCk

where Ck is the kth species taking part in the chemical reaction whose stoichiometric

coefficients for the forward and backward reactions are ν
′

kj and ν
′′

kj respectively. The

enforcement of mass conservation gives,

N∑
k=1

ν
′

kjWk =
N∑
k=1

ν
′′

kjWk (2.32)

with Wk denoting the molecular weight of a species.

In terms of the concentration of the species, [Mk] ≡ ρYk/Wk, the above equation

becomes,
N∑
k=1

(
ν
′

kj − ν
′′

kj

)
Mk = 0. The reaction rate from the law of mass action is

given by, Rk = kr
N∑
j=1

[Mj]
νj , where kr is the reaction rate and νj is the order of the kth

species as it appears in the reaction. For a reaction with both forward and backward

reactions, the rate of concentration of species from the jth reaction can be obtained

from the above definition as,

ẇj =
d

dt
[Mj] = kfj

N∏
i=1

[Mi]
ν
′
ij − kbj

N∏
i=1

[Mi]
ν
′′
ij (2.33)

where kfj and kbj are the forward and backward reaction rates. For some reactions at

high pressures the concentration of species which do not participate in the reaction or

third bodies may help in promoting the reaction rate. The third body while remaining
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inert helps in the elementary reaction without itself undergoing any change in its

concentration. In this case the third body concentration is taken into account as,

ẇj =
d

dt
[Mj] = kfj

[
M

m,j

]σ N∏
i=1

[Mi]
ν
′
ij − kbj

[
M

m,j

]σ N∏
i=1

[Mi]
ν
′′
ij (2.34)

where [Mm,j] is the concentration of the third body participating in the jth reaction.

The power of the third body concentration, σ, is set to 1 if third body reaction is

present or to zero if there is no third body reaction. The third body in a chemical

reaction mixture is the constituents of the mixture. The constituents can act with

different catalytic efficiencies, that is, some species are more effective than the others

in acting as third bodies. This is taken care of by the multiplicative factor called

catalytic efficiency, z, for each species in the mixture. For example, species which do

not act as third bodies have z = 0. The concentration [Mm,j] of the third body in

the reaction rate can be obtained as,

[Mm,j] =
N∑
i=1

zi [Mi] (2.35)

for jth chemical reaction.

If all the catalytic efficiencies are equal to 1.0, the the above equation can be

written as,

[Mm,j] =
N∑
i=1

[Mi] =
P

RT
(2.36)

which clearly depicts the dependence of third body concentration on pressure. For

example for bimolecular reactions, at low pressures the concentration of third body is

low, therefore, for a reaction which relies on third body collisions the reaction rate is

slow. For higher pressures the concentration is higher and the collision with the third

body occurs instantaneously. Thus, at high pressures reaction rate does not depend

on the concentration of third body.

The overall production of the kth species by all the chemical reactions can then

be expressed in terms of individual reaction rates as,

ω̇k = Wk

M∑
j=1

(
ν
′′

kj − ν
′

kj

)
ẇk (2.37)
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and the global conservation of mass dictates that,

N∑
i=1

.
ωi = 0 (2.38)

which states the sum of individual species reaction rates should sum to zero.

The reaction rates for backward and forward reactions in Eq. 2.33 are given by the

Arrhenius formula. Arrhenius(1889) postulated that only molecules possessing energy

exceeding a threshold, the activation energy (Ea), participate in chemical reaction.

Based on this postulate, a specific reaction rate of the form:

kf = AT b exp

(
− Ea
RT

)
(2.39)

is used for the forward reaction based on the Arrhenius law. The exponential term

signifies the fraction of all the molecules that possess energy greater than the ac-

tivation energy to participate in chemical reaction. The pre-exponential factor (A)

contains additional information about spatial configuration of the molecules during

the reaction while the temperature exponent (b) only modifies the temperature depen-

dence. The constants in the Arrhenius equation make up the chemical kinetic picture

of a reaction. To describe the chemical mechanism for a reactive flow is to provide

the values of these constants for the various elementary reactions that make up the

reaction. The factors control the rate of reaction i.e. the speed at which combus-

tion occurs to convert the reactants into product species. In general these quantities

are specified only for the forward reaction while that of the backward reactions are

obtained through thermodynamics as,

kbj =
kfj(

pa
RT

) N∑
k=1

νkj
(

∆s0j
R
− ∆h0

j

RT

) (2.40)

where pa = 1 bar. The terms ∆s0
j and ∆h0

j are respectively the entropy and enthalpy

change occurring in going from the reactants to the products for the jth chemical

reaction.

The Arrhenius constants in the reaction rate definition accounts for the tempera-

ture dependence. However, as indicated earlier, the reaction rate for a given chemical
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reaction is also dependent on the pressure through the third body concentration. The

intermediate activated complex formed from the reactants is converted to products

through collision with the third body. The collision rate is proportional to the third

body concentration which is pressure dependent as seen in Eq. 2.36. The pressure

dependence of kinetic reaction rates is accounted through fall-off forms which define

an intermediate fall-off form based on the low and high pressure limits. In general

the low pressure and high pressure behavior of chemical reactions is related through

algebraic relations called the fall-off forms. For example, the Lindemann fall-form

provides the kinetics reaction rate for fall-off of region based on the low (k0) and high

pressure k∞ limits through the following expression,

k = k∞
pr

1 + pr
(2.41)

where the reduced pressure, pr, is defined as, pr = k0 [M ]/k∞.

In the work done in this dissertation the Tsang and Heron [65] fall-off forms have

been employed. Similar to the Lindemann form, it relates the low pressure and high

pressure reaction rates to define the reaction rate in the fall-off region. The relations

for the reaction rate are,

k =
k0k∞

k0 + k∞/[M ]
F

logF = logFC/
(
1 + (log k0 ×M/k∞)2) (2.42)

where the quantity, FC in the above expression is called the broadening factor and is

defines based on the Troe fall-off form definition:

FC = (1− a1) exp (−T/a2) + a exp(−T/a3) + exp(−a4/T )

with a1, a2, a3 and a4 provided as inputs for the formula.

2.4 Thermo-Chemistry

In order to close the equations of motion additional constitutive relations have

to be provided for both non-reacting and reactive flows. To enable the equations to
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apply for a general set of formulations including perfect gas, incompressible liquids,

real gases, the equation of state is described as an arbitrary equation of state as,

ρ = ρ (p, T ) (2.43)

which in the case of perfect gas states that the density is related to the pressure and

temperature through the gas constant, R. The perfect gas assumption is used for both

reaction and non-reacting flows in this chapter. The gas constant for a multi-species

mixture is obtained as: R = R/W where R is the universal gas constant equal to

8314J/(kg mol K) and W , given by,

1

W
=

N∑
i=1

Yi
Wi

(2.44)

is the mean molecular weight. In the case of reacting flow the N + 5 equations

again use the above ideal gas law to close the equation set. For reacting flows the

concentration the relation for the mole fraction is Xk = YkW/WkM The summation

of the species mass fraction and mole fraction over all the species is a constant owing

to mass conservation. Therefore,

N∑
i=1

Yi = 1

N∑
i=1

Xi = 1

(2.45)

are again statements of mass conservation.

2.4.1 Transport Properties

Transport properties define the mass, viscous and thermal diffusivity of the flow.

For each species the properties vary with temperature with particularly strong varia-

tion for reacting flows which see high temperatures. Non-reacting flows without heat

addition in general do not exhibit significant change in temperatures an transport

properties are nearly constant.
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Apart from individual species transport properties the Navier-Stokes equations

need a mixture property in order to compute the viscous vector. In this section the

transport property evaluation that is adopted is discussed. In the implementation

multiple approaches are available to evaluate the transport properties. The most

appropriate method is adopted depending on the type of flow.

For non-reacting flows with air as the working medium the molecular viscosity is

calculated through Sutherlands law [66]:

µ

µ0

=

(
T

T0

)3/2
T0 + S1

T + S1

(2.46)

where S1 is a constant which for air assumes the value S1 = 110K and µ0 is reference

viscosity at temperature T0 (for air µ0 = 7.30975×10−3 at T0 = 273K). The thermal

conductivity is obtained based on the definition of the Prandtl number.

The values of molecular viscosity and thermal conductivity of species in a reacting

flow are calculated from logarithmic fit of experimental data or from kinetic theory

(Gordon et al. , 1984). The expressions for the species molecular viscosity and thermal

conductivity are,

lnµ

lnκ

 = A lnT +
B

T
+
C

T 2
+D (2.47)

where the constants are provided as tabular data over a range of temperatures.

The mixture molecular viscosity is prescribed by the use of a semi-empirical Wilkes

mixing law (Wilke 1950) as modified by Bird et al. (1960). Wilkes formula for mixture

viscosity is given by:

µ =
N∑
k=1

Xkµk
φk

(2.48)

where φk =
N∑
k=1

Xk

[
1 +

√
µk
µj

(
Wj

Wk

)1/4
]2 [

8
(

1 + Wk

Wj

)]
.

For the mixture thermal conductivity, the combination averaging formula due to

Mathur et al. (1967) is used,

κ =
1

2


N∑
k=1

Xkκk +
1

N∑
k=1

Xk/κk

 (2.49)
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in the viscous flux vector.

The diffusion velocity appearing in the viscous flux vector of the species con-

servation equation and the energy equation also has to be prescribed. In general

the multi-component diffusion equation which describes the diffusion in multi-species

mixtures is computationally intensive to solve. In order to overcome this difficultly a

simpler approximation is used in computations. The diffusion velocities for molecular

diffusion of species in a binary mixture based on Fick’s law offer an alternate and

simpler form for computational purposes. The diffusion velocity due to Fick’s law

is [67],

YkVk = −Dk∇Yk (2.50)

where Dk =
N∑
i 6=k

1−Xk
Xk/Dki

is the mass diffusivity of the kth species with Dki being the

binary diffusion coefficient of species k into i. Binary diffusion coefficients are cal-

culated from kinetic theory using the Chapman-Enskog theory and Lennard-Jones

potentials (Reid, Prausnitz and Sherwood 1977) [68],

Dki =
0.0266T 3/2

pW
1/2
ki σ

2
kiΩD

(2.51)

where Wki is the reduced molecular weight: Wki = 2 (1/Wk + 1/Wi)
1/2 and σki is a

characteristic length given by σki = 1
2
(σk + σi) with σi being the force constant. The

quantity ωD is the dimensionless collision integral for diffusion that is determined

from a Lennard-Jones potential as: ΩD = (T ∗ki)
−0.145 + (1/2 + T ∗ki)

−2 where Tki =

kBT
εki

=
√

kBT
εk

√
kBT
εi

and kB = 1.380650e − 23 is the Boltzmann constant. T ∗ki is the

reduced temperature and depends on the characteristic energy of interaction between

species k and i.

Substituting Fick’s law into the species conservation equation gives,

∂ρYk
∂t

+∇ · (ρ~uYk) = ω̇k +∇ · (ρDk∇Yk) (2.52)

which can be summed over all species to yield,

∂ρ
N∑
k=1

Yk

∂t
+∇.

(
ρ~u

N∑
k=1

Yk

)
=

N∑
k=1

ω̇k +∇.

(
ρ

N∑
k=1

Dk∇Yk

)
(2.53)
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as the global mass conservation equation.

By making use of earlier identities, Eq. 2.38 and Eq. 2.45, for reaction rates and

species mass fractions we obtain,

∂ρ

∂t
+∇ · (ρ~u) = ∇ ·

(
ρ

N∑
k=1

Dk∇Yk

)
(2.54)

as the global species mass conservation equation.

For the present formulation the last term is in general not zero unless all the

binary diffusion coefficients are equal. One approximate method to circumvent this

difficulty is to solve the global mass conservation equation and N − 1 species con-

servation equations. The last species mass fraction follows from YN = 1 −
N−1∑
k=1

Yk.

This formulation absorbs all the inconsistencies introduced by Fick’s law in obtaining

the species diffusion velocity. By subtracting all the 1 to N − 1 species conservation

equations from the global mass conservation equations yields,

∂ρYN
∂t

+∇ · (ρ~uYN) = ω̇N +∇ · (ρDN∇YN) +∇ ·

(
ρ
N−1∑
i=1

(DN −Di)∇YN

)
(2.55)

as the equation for the nth species. There are two uncertainties with the above

equation: the last term is unphysical and can act as source or sink resulting in

numerical difficulties.

A better way to solve the problem of global mass conservation is to augment the

species diffusion velocity with a correction velocity to account for the inconsistencies

introduced by Fick’s law [67]. This is done as,

∂ρYk
∂t

+∇ · (ρ~uYk) = ω̇k +∇ · (ρ (Vk + V c)Yk) (2.56)

where Vc appearing in the mass diffusion term is correction velocity. By summing up

all the species conservation equations we obtain:

N∑
k=1

(Vk + V c)Yk = 0 (2.57)

which gives the correction velocity after making use of Fick’s law as:

V C = −
N∑
k=1

DkYk (2.58)
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which according to Peters [57] has smaller effect for turbulent flames but important

for laminar flames.

2.4.2 Thermodynamic Properties

The specific heats enthalpy and entropy are required for each of the multi-species

components taking part in the chemical reaction in order to compute the reaction

heat release. The thermodynamic properties can be obtained in multiple sources.

For non-reacting flows where there is no significant change in temperature they are

assumed constant but for reacting flows they are temperature dependent. In the

present work these thermodynamic quantities are obtained by making use of Gordon

and McBride (1996) [69] polynomial curve fits are used for reacting flows. These

curve fits are based on experimental data and expresses as,

C0
p

R
= a1T

−2 + a2T
−1 + a3 + a4T

1 + a5T
2 + a6T

3 + a7T
4

h0

RT
= −a1T

−2 + a2T
−1 lnT + a3 +

a4

2
T 1 +

a5

3
T 2 +

a6

4
T 3 +

a7

5
T 4 +

b1

T
s0

RT
= −a1T

−2 − a2T
−1 + a3 lnT + a4T

1 +
a5

2
T 2 +

a6

3
T 3 +

a7

4
T 4 + b1

(2.59)

where the constants are tabulated for each species over a range of temperatures of

interest.

2.5 Numerical Scheme

The numerical solution of the fluid dynamic equations described in previous sec-

tion requires robust and accurate numerical procedures. In the present work a pre-

conditioned dual time algorithm [70] for a finite volume based solver has been used.

The fluid dynamic equations in the dual time formulation have an additional pseudo

time derivative in addition to the physical derivative terms. The pseudo time itera-

tions are performed to drive out the errors in the transient and ensure convergence in

physical time. The pseudo-time derivative may be chosen in order to achieve the pro-

cess in a fast and robust manner. The preferred method is to choose an appropriate
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unsteady preconditioning matrix that multiplies the pseudo time derivative. In this

way convergence difficulties arising due to disparate time scales (based on acoustic,

u+ c, and particle, u, velocities) is overcome, particularly for low Mach flows.

The additional pseudo time derivative of the dual time formulation acts as an agent

for the preconditioning. The algorithm marches in time by performing inner iterations

over pseudo time between outer or physical iterations. On convergence of the inner

pseudo iterations, the pseudo time derivative vanishes and the equations reduce to

the original form with the physical time derivative. The pseudo time derivative can

be added using the conservative variable vector, Q. By using chain rule we can

transform the conservative variable vector Q into the primitive variable sector Qp =

(p, u, v, w, T, Yk, k, ω)T and obtain the Jacobian Γp. The transformation in this fashion

results in Qp being the unknown vector obtaining which is the goal of computations.

The Jacobian Γp which multiplies the pseudo time derivative contains differentials of

the conservative variables with respect to the Qp vector. Preconditioning this system

involves replacing the ρp term with the term ρ′p which defines a new inverse pseudo

speed of sound. This preconditioning matrix is preferred over the physical Jacobian

for faster convergence and accuracy. The equations of motion reduce to,

Γp
∂Qp

∂τ
+
∂Q

∂t
+∇ ·

(
~F − ~Fv

)
= H (2.60)

with the additional pseudo time derivative.

In the finite-volume method the entire fluid space is divided into non-overlapping

control volumes, Ω, each surrounded by the control surface δΩ. The control volumes

surround the unknowns at cell centers, hence, called the cell-centered finite volume

method. These control volumes are usually supplied by a preprocessor as an input to

the solver. The control volumes used in this work are typically quadrilaterals for two-

dimensional and hexahedral elements for three-dimensional problems. The average

value of the fluid property is stored at the cell center while the edges of the cell act as
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the faces of the control volume. To solve the above equation numerically, we integrate

the equation over the control volume Ω,∫
Ω

(
Γp
∂Qp

∂τ
+
∂Q

∂t

)
dV +

∫
Ω

∇ ·
(
~F − ~Fv

)
dV =

∫
Ω

HdV (2.61)

which forms the basis of the finite volume formulation. By defining an average value

over the control volume for both the primary and conservative variable set, we can

convert the first integral into a perfect differential,∫
Ω

(
Γp
∂Qp

∂τ
+
∂Q

∂t

)
dV =

(
Γp
∂Qp

∂τ
+
∂Q̄

∂t

)
Ω (2.62)

where the quantities, Q̄ and Q̄p are the average values over the control volume,

Qp = 1
Ω

∫
Ω

QpdV Q = 1
Ω

∫
Ω

QdV

with Ω defining the control volume.

The second term, the convective integral, can be converted into a surface integral

by using Greens theorem:∫
Ω

∇ ·
(
~F − ~Fv

)
dV =

∮
δΩ

(
~F − ~Fv

)
· ~ndS (2.63)

where ~n, as defined earlier, is the normal vector to the control volume surface, δΩ,

enclosing the control volume Ω. The third integral is replaced by the average source

term vector,

H =
1

Ω

∫
Ω

HdV (2.64)

which is the source term evaluated based on the control volume averages.

Substituting the above derivations results in,(
Γp
∂Qp

∂τ
+
∂Q̄

∂t

)
Ω +

∮
δΩ

(
~F − ~Fv

)
· ~ndS = HΩ (2.65)

as the integral form of the equations of fluid motion applicable to reacting and non-

reacting equations.
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Now, we divide the surface into K distinct non-overlapping control faces of finite

area, so that the above integral becomes:(
Γp
∂Qp

∂τ
+
∂Q̄

∂t

)
Ω +

K∑
k=1

(
~F − ~Fv

)
k
· ~nkSk = HΩ (2.66)

with (~F − ~Fv)k viewed as the average value of the fluxes over the control surface. It

remains to be decided how the fluxes on each control surface are determined which is

the Reimann problem. An approximate Reimann solver or an algebraic constitutive

flux formula is used for this purpose, for example, that due to Roe [71]. In Eq. 2.66,

we replace the divergence of inviscid and viscous fluxes with a discrete operator which

will be discussed in the next section followed by a discussion of the time discretization.

2.5.1 Spatial Discretization

As mentioned earlier the fluid space is divided into discrete control volumes and

we need to define the computation of the inviscid and viscous fluxes at the control

surface. The inviscid fluxes can be evaluated using an approximate Riemann solver

in which the normal flux, Fnk = ~F · ~nk at the face k is calculated from the numerical

flux vector,

Fnk ≡
1

2
(FnL + FnR)k −

1

2

∣∣∣∣∂Fnk∂Q

∣∣∣∣ (δQ)k

Fnk ≡
1

2
(FnL + FnR)k −

1

2

∣∣∣∣∂Fnk∂Qp

∂Qp

∂Q

∣∣∣∣ ∂Q∂Qp

(δQp)k

(2.67)

where the subscripts L and R on Fn and Qp denote the left and right side of the surface

k respectively. The first term in the numerical flux is a central difference operator

and the second term is a traditional artificial dissipation term that is introduced

in the approximate Riemann solver. The artificial dissipation term is defined in

terms of the conservative variable vector, Q, but rewritten in terms of terms of the

primitive variables, QP . By employing the definition of the preconditioning matrix

the numerical flux reduces to,

Fnk ≡
1

2
(FnL + FnR)k −

1

2

∣∣∣∣∂Fnk∂Qp

Γ−1
pk

∣∣∣∣Γpk (QpR −QpL)k (2.68)
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which shows only the artificial dissipation term is modified.

Following which using the identity,
∣∣(∂Fnk/∂Qp) Γ−1

pk

∣∣Γpk = Γpk
∣∣Γ−1

pk (∂Fnk∂Qp)
∣∣

and defining the flux Jacobian in the normal direction as Apn = ∂Fn
∂Qp

,

Fnk ≡
1

2
(FnL + FnR)k −

1

2
Γpk
∣∣Γ−1

pk Apnk
∣∣ (QpR −QpL)k (2.69)

is the numerical flux equation. By dropping the subscript n on the flux vector as well

as Jacobians and by assuming all the terms represent the quantities in the normal

direction we obtain,

Fk ≡
1

2
(FL + FR)k −

1

2
Γpk
∣∣Γ−1

p Ap
∣∣
k

(QpR −QpL)k (2.70)

as the flux at control surface k. Substituting for the above inviscid flux in the Navier-

Stokes equations in the integral form we have,(
Γp
∂Qp

∂τ
+
∂Q̄

∂t

)
+

1

Ω

K∑
k=1

[
1

2
(FL + FR)− 1

2
Γp
∣∣Γ−1

p Ap
∣∣ (QpR −QpL)

]
k

Sk

− 1

Ω

K∑
k=1

~Fv,k · ~nkSk = H

(2.71)

with the viscous terms also rewritten as a face flux. Observing the discretization, we

realize that the dissipation is now dependent on the preconditioning matrix and the

flux Jacobians. Accordingly, care should be taken to define the matrix Γp
∣∣Γ−1

p Ap
∣∣

to ensure proper amount of aritificial dissipation. In this work the preconditioning

strategy outlined in Merkle and Venketeswaran [72] has been used, which has been

verified to provide the correct amount of aritificial dissipation. The inviscid fluxes

in the present work are discretized using an upwind flux-difference splitting scheme

that uses the Roe [71] approximate Riemann solver. The dissipation matrix can be

rewritten as,

Γp
∣∣Γ−1

p Ap
∣∣ = Rp |Λp|R−1

p (2.72)
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where Λp is the eigenvalue matrix and Rp is the right eigenvector matrix. For the Roe

flux difference splitting scheme the eigenvalue matrix and the eigenvector matrix are

computed based on the Roe averaged variables,

ρLR =
√
ρL
√
ρR

uLR =
uL
√
ρL + uR

√
ρR√

ρL +
√
ρR

hLR =
hL
√
ρL + hR

√
ρR√

ρL +
√
ρR

(2.73)

where ρLR, uLR and hLR are the Roe averaged variables for density, velocity and

enthalpy. The matrix Λp contains the eigenvalues of the system which are no longer

the physical eigenvalues of the system but are based on the definition of the precon-

ditioning system.

Considering the possibility of the eigenvalues going to zero at sonic conditions, the

present modified system employs the Harten entropy fix [73]. This modification is

particularly important in the present work since nozzle flows at off-design conditions

are dominated by shocks. To avoid unphysical solutions in the above system a small

amount of dissipation is added by modifying the eigenvalues, λ, as follows:

|λ| =


∣∣λ̄∣∣ , ∣∣λ̄∣∣ > δ

λ̄2+δ2

2δ
,
∣∣λ̄∣∣ < δ

(2.74)

where λ̄ is the arithmetic average and δ is the difference of the eigenvalues on either

side of the face.

Following the flux reconstruction procedure at the face, it remains to be discussed

how the values on the face of the control volume are computed from the cell-centers.

For a first order scheme, we simply set the variable value at face equal to the corre-

sponding cell. For a higher order system we use a reconstruction procedure to compute

the variable value at the face based on the surrounding cell data. The reconstruction

methods compute the face value by a Taylor series expansion give by,

Qp,face = Qp,cell +∇Qp,cell ·∆~r + .... (2.75)
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where the primitive variable vector on face Qp,face is computed based on the cell

center value Qp,cell and the cell gradient ∇Qp,cell with ∆~r denoting the vector from

the cell center to the face center. The gradient ∇Qp,cell is computed using either

the linear least square technique or Green-Gauss reconstruction technique [74]. The

Green-Gauss method employed in the present work is discussed next.

Green-Gauss gradient reconstruction: The Green-Gauss reconstruction technique

constructs gradients by integrating around the boundary of a closed control-volume

based on Green’s theorem. This control volume is typically a dual control volume

surrounding the cell center comprised of either the surrounding cell-centers or the face

centers. In our approach we make use of the face centers for reconstruction since the

face center values can be obtained as an arithmetic average of node values. The node

values are computed based on the surrounding cell values using an inverse weighted

averaging. Thus, the cell itself with volume, Ω, and surface boundary, δΩ acts as

the dual control volume. From Greens theorem the average gradients over a control

volume can be written as,

∇Qp =
1

Ω

∫
Ω

QpdV =
1

Ω

∫
δΩ

Qp~ndS =
1

Ω

K∑
k=1

Qp,k~nkSk (2.76)

where Sk and ~nk are the face area and normal vector respectively with Qp,k obtained

as the arithmetic average of the node values.

Gradient Limiter: In the case of flows with strong gradients such as shocks, the

above second order formulation to obtain the face values may lead to instabilities,

and additional dissipation mechanisms are required. For a computation the solution

accuracy can be improved by employing a flux limiter function that can eliminate the

unphysical oscillation or wiggles in the solution that occur near strong discontinuities.

In the literature many forms of limiters have been employed both as cell based and face

based limiter. The present work employs a limiter due to Barth [75]. This limiter

has been implemented as a cell based limiter as generally face based limiters are



www.manaraa.com

49

considered to be ineffective [76]. In the limited form the face values are reconstructed

as follows,

Qp,face = Qp,cell + φ∇Qp,cell ·∆~r (2.77)

where φ is the cell limiter. The goal is to compute the largest admissible value of φ

while invoking monotonicity principle which states that the value of the cell should lie

within maximum and minimum of neighboring cell values. This puts the following,

Qp,min = min(Qp, Qp,neighbors)

Qp,max = max(Qp, Qp,neighbors)
(2.78)

as limits on the cell-centered values.

For each point on the control volume of the cell, which is the face center, compute

the reconstructed face value of the primitive variables as outlined in the previous

section. The limiter can then be obtained as,

φ =


min

(
1,

Qp,max−Qp,cell
Qp,face−Qp,cell

)
, Qp,face −Qp,cell < 0

min
(

1,
Qp,min−Qp,cell
Qp,face−Qp,cell

)
, Qp,face −Qp,cell > 0

1, Qp,face −Qp,cell = 0

(2.79)

with the various terms as defined as earlier. The limiting procedure applied as shown

above is effective in removing spurious oscillations from the solution but the discon-

tinuous nature of the limiter can hinder the solution accuracy [77]. The limiting

process also reduces the accuracy of the local face reconstruction from second order

to first order in the vicinity of shocks.

The discretization of the viscous terms is completed by using the Greens theorem

again. The viscous vector ~Fvk computed on the kth control surface requires computa-

tion of gradients at the face. The Green-Gauss reconstruction technique is employed

with a control volume comprising of the face nodes and the adjacent cell centers. The

node values used in the gradient computation at face centers are obtained as a inverse

distance weighting of the adjacent cell values.
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After having described the spatial discretization of the conservation equations, we

can now define the discrete divergence operator,

∇D ·
(
~F − ~Fv

)
=

1

Ω

K∑
k=1

[
1

2
(FL + FR)− 1

2
Γp
∣∣Γ−1

p Ap
∣∣ (QpR −QpL)

]
k

Sk

− 1

Ω

K∑
k=1

~Fv,k · ~nkSk

(2.80)

comprising of the algebraic flux operators for the inviscid and viscous flux vectors.

Substituting for the above into the integral form of the Navier-Stokes equations gives,(
Γp
∂Qp

∂τ
+
∂Q̄

∂t

)
+∇D ·

(
~F − ~Fv

)
= H (2.81)

as the final form of the equations with spatial discretization defined.

2.5.2 Temporal Discretization

The time marching method utilized in the present work includes the additional of

a pseudo time derivative or more commonly referred to as the dual-time procedure.

The pseudo time derivative defined based on the primitive variable set allows us

to compute the fluid variables of primary interest from which other quantities like

enthalpy can be calculated directly. The pseudo derivative also acts as an agent for

preconditioning which allows us to control the convergence behavior of the algorithm.

Thus, the preconditioned pseudo time term has been designed to find the solution to

the physical equation set apart from controlling the artificial dissipation that appears

in the numerical flux for the inviscid flux.

In the present work, we employ a second order implicit scheme for the physical

derivatives:
∂Q̄

∂t
=

3Q̄n+1 − 4Q̄n + Q̄n−1

2∆t
(2.82)

where n represents the time level in physical time.
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The pseudo time derivative is replaced by an Euler implicit difference. Replacing

these terms in Eq. 2.81 by the appropriate discretization, we obtain,(
Γp
Qp

k+1 −Qp
k

∆τ
+

3Q̄n+1 − 4Q̄n + Q̄n−1

2∆t

)
+∇D ·

(
~F − ~Fv

)k+1

= H
k+1

(2.83)

where the subscript k represents the running variable for pseudo time iterations. The

pseudo iterations are performed within each physical iteration from level n to n+ 1.

The physical time level n + 1 is, therefore, equivalent to the pseudo time level k + 1

and is updated after the pseudo iterations meet the convergence criterion. After

regrouping all the pseudo time terms on the left hand side, the equation reads,

Γp
Qp

k+1 −Qp
k

∆τ
+

3

2

Q̄k+1 − Q̄k

∆t
= −

(
Skt +∇D ·

(
~F − ~Fv

)k+1

−Hk+1
)

(2.84)

with the first term on the right hand side,

Skt =
3Q̄k − 4Q̄n + Q̄n−1

2∆t
(2.85)

representing the physical time derivative.

In order to solve the equation, the inviscid, viscous and source terms at the time

level k + 1 have to be linearized. Accordingly we have,(
∇D. ~F

)k+1

=
(
∇D. ~F

)k
+∇Ap,i ·∆Qp(

∇D. ~Fv

)k+1

=
(
∇D. ~Fv

)k
+∇Ap,~v ·∆Qp

H̄k+1 = H̄k +D∆Qp

(2.86)

where Ap,i = ∂ ~F/∂Qp, Ap,v = ∂ ~Fv/∂Qp and D = ∂H̄/∂Qp are the inviscid flux,

viscous flux and source Jacobians [78]. On substituting the above expressions into

Eq. 2.84 and rearranging the terms,(
Γp
∆τ

+
3

2∆t

∂Q̄

∂Qp

−D +∇ · (Ap,i − Ap,v)
)

∆Qp = −
(
Skt +∇D ·

(
~F − ~Fv

)k
−Hk

)
(2.87)

to obtain the final form of the implicit equation that needs to be solved.

The left hand side has within it details which determine the convergence behavior

of the algorithm whereas the right hand side encompasses the transient conservative
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equations of motion which determine the physics. As is the case with dual-time

procedures, the solution
(
St +∇D ·

(
~F − ~Fv

)
−H

)k
approaches the desired solution(

St +∇D ·
(
~F − ~Fv

)
−H

)n+1

in the limit as, Qk+1
p → Qk

p i.e. as the inner pseudo

iterations converge. In case of steady computations the running variable n becomes

redundant.

The left hand side as obtained above has to be inverted in order to obtain the

solution change ∆Qp. Owing to the wide banded nature of the matrix, this is usually

done by an approximate factorization scheme like ADI, LU or line-Gauss Seidel (LGS).

The line Gauss-Seidel scheme as described in [78] has been employed in the present

case.

2.6 Boundary Conditions

The application of the Navier-Stokes equations requires the specification of bound-

ary conditions for non-periodic problems. The solution depends strongly on the

boundary conditions. The choice of boundary conditions is motivated by the physics

of the problem of interest. A physical boundary condition specifies the behavior of

one or several dependent variables at the boundary. For example, in the case of the

plug nozzle which draws air from a plenum, the specification of total pressure and

total temperature boundary conditions along with the velocity angles is sufficient.

In the current formulation the boundary conditions are implemented implicitly. To

apply boundary conditions exactly at a boundary an additional ghost cell is associated

with each boundary cell. The addition of the ghost cells allows the boundary cell to

be treated like interior cells. It allows the boundary cell unknown primary variable

vector to be computed along with the interior cells. Consider the two cells interior to

the boundary b and b+ 1 and the associated ghost cell g. By specifying the ghost cell

values, the ghost cell forces the boundary condition at the boundary face. This leads

from the fact that the boundary face values are reconstructed based on the ghost

and adjacent values. If Ωg denotes the solution vector in the ghost cell, then it is
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constructed based on the reference or prescribed variable vector, Ωref and the flow

variables from the flow field, Ωb. Therefore,

Ωg = Ωref + Ωb (2.88)

which on evaluation implicitly at the new time level n+ 1 gives,

Ωn+1
g = Ωn+1

ref + Ωn+1
b (2.89)

as the equation descrbing the flow variables in the ghost vector.

Applying Taylor’s series expansion, the ghost and boundary vectors become:

Ωn+1
g = Ωn

g +
∂Ωg

∂t
∆t = Ωn

g +
∂Ωg

∂Qg

∆Qg

Ωn+1
b = Ωn

b +
∂Ωb

∂t
∆t = Ωn

b +
∂Ωb

∂Qb

∆Qb

(2.90)

where Qg and Qb are the primitive variable vector for the ghost and boundary cells.

The Jacobians ∂Ωg/∂Qg and ∂Ωb/∂Qb need to be evaluated depending on the bound-

ary condition. The reference vector Ωn+1
ref is a constant for steady computations while

for unsteady computations it can be a constant or time dependent depending on the

boundary under consideration. Substituting the above expressions we obtain,

Ωn
g +

∂Ωg

∂Qg

∆Qg = Ωn
b +

∂Ωb

∂Qb

∆Qb + Ωn+1
ref (2.91)

which can be rearranged to compute the change in ghost cell solution as,

∆Qg =

(
∂Ωg

∂Qg

)−1 [
∂Ωb

∂Qb

∆Qb +
(
Ωn+1
ref + Ωn

b − Ωn
g

)]
(2.92)

which now becomes part of the equation set to be solved. This general formulation can

now be applied to any boundary condition that is encountered. In the next subsection

we discuss the common boundary conditions encountered and the definitions of the

Jacobians used.

2.6.1 Entropy, Total Enthalpy and Flow Angle at the Inlet

The total pressure, total temperature and flow angle inlet is used primarily for

the plug nozzle computations in this work. Additionally the species mass fractions
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are also prescribed at the inlet for combustion applications. By knowing the total

pressure and temperature we can obtain the total enthalpy and entropy at the inlet

for an ideal gas as,

∆sg = cp ln
Tg
T1

−R ln
pg
p1

(2.93)

where p1 and T1 are some refernce temperatures. The stagnant enthalpy relation is,

h0
g = cpT +

1

2
(Ug)

2 (2.94)

where Ug is the magnitude of velocity in the ghost cell with Tg and pg as the tem-

perature and pressure respectively. The two angles α and β define the incoming

flow direction. To implement the boundary condition the solution of the ghost vec-

tor is defined as, Ωg =
(
sg, αg, βg, Ug, h

0
g, Yk,g

)
with Qg = ((pg, ug, vg, wg, Tg, Yk,g)

defined as the primary variable vector in the ghost cell. The reference vector is

defined as: Ωref =
(
sref , αref , βref , 0, h

0
ref , Yk,ref

)
while the boundary cell vector

is give by, Ωb = (0, 0, 0, Ub, 0, 0) for which the primary variable vector becomes,

Qp = ((pb, ub, vb, wb, Tb, Yk,b). The Jacobians can the obtained as,

∂Ωb

∂Qb

=
∂ (0, 0, 0, Ub, 0, 0)

∂ (pb, ub, vb, wb, Tb, Yk,b)
=



0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 ub
Ub

vb
Ub

wb
Ub

0 0

0 0 0 0 0 0

0 0 0 0 0 0


(2.95)

∂Ωg

∂Qg

=



− R
pg

0 0 0 0 cp
Tg

0 − vg
u2
g+v2g

ug
u2
g+v2g

0 0 0

0 − ugwg

(Ug)2
√
u2
g+v2g

− vgwg

(Ug)2
√
u2
g+v2g

√
u2
g+v2g

(Ug)2
0 0

0 ug
Ug

vg
Ug

wg
Ug

0 0

0 ug vg wg cp 0

0 0 0 0 0 1


(2.96)

for the inlet boundary condition.
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2.6.2 Outlet Boundary Condition

For the outlet the back pressure becomes the physical choice for the reference

solution vector, Ωref = (pback, 0, 0, 0, 0, 0). The rest of the components come from

the internal flowfield, Ωb = (0, ub, vb, wb, Tb, Yk,b). The ghost cell boundary condition

vector is defined as Ωb = (pg, ug, vg, wg, Tg, Yk,g). Then the Jacobians are given by,

∂Ωg

∂Qg

=
∂ (pg, ug, vg, wg, Tg, Yk,g)

∂ (pg, ug, vg, wg, Tg, Yk,g)
= I (2.97)

∂Ωb

∂Qb

=
∂ (0, ub, vb, wb, Tb, Yk,b)

∂ (pb, ub, vb, wb, Tb, Yk,b)
=



0 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


(2.98)

for the outlet boundary condition.

2.6.3 Inviscid Wall

The inviscid wall requires that the velocity be tangential at the wall. This re-

quirement can be obtained by setting the normal cell velocity at the ghost and the

boundary cell equal to each other but opposite in sign. The velocity component that

is tangential to the wall have the same magnitude and direction for the ghost and

boundary cell. Thus, the ghost cell velocity ~ug and boundary cell velocity ~ub are

related through the wall normal ~nW as,

~ub − ~ug = 2 (~ub · ~nW )~nW (2.99)
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The rest of the values of the ghost cell are set equal to the adjacent cell boundary

values. Therefore, the reference solution vector is equal to zero. The boundary cell

vector is then defined as,

Ωb =

 pb, ub − 2 (ubnx + vbny + wbnz) , vb − 2 (ubnx + vbny + wbnz) ,

wb − 2 (ubnx + vbny + wbnz) , Tb, Yk,b

 (2.100)

where nx, ny and nz are the three components of the unit normal vector to the wall,

~nW pointing into the flowfield. Consequently, we obtain the Jacobians as,

∂Ωg

∂Qg

=
∂ (pg, ug, vg, wg, Tg, Yk,g)

∂ (pg, ug, vg, wg, Tg, Yk,g)
= I (2.101)

∂Ωb

∂Qb

=



1 0 0 0 0 0

0 1− 2n2
x −2nxny −2nxnz 0 0

0 −2nxny 1− 2n2
y −2nynz 0 0

0 −2nxnz −2nynz 1− 2n2
x 0 0

0 0 0 0 1 0

0 0 0 0 0 1


(2.102)

for the inviscid wall boundary condition.

2.6.4 Viscous Wall Boundary Condition

For viscous internal flow computations, the velocity at the wall is zero. This

requirement can be fulfilled by observing that,

~ug + ~ub = 0 (2.103)

where ~ug and ~ub are defined as earlier. The boundary cell vector and ghost cell vec-

tor are defined as Ωb = (pb,−ub,−vb,−wb, Tb, Yk,b) and Ωg = (pg, ug, vg, wg, Tg, Yk,g)

respectively. From this the Jacobians can be obtained as,

∂Ωg

∂Qg

=
∂ (pg, ug, vg, wg, Tg, Yk,g)

∂ (pg, ug, vg, wg, Tg, Yk,g)
= I (2.104)
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∂Ωb

∂Qb

=
∂ (pb,−ub,−vb,−wb, Tb, Yk,b)
∂ (pb, ub, vb, wb, Tb, Yk,b)

=



1 0 0 0 0 0

0 −1 0 0 0 0

0 0 −1 0 0 0

0 0 0 −1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


(2.105)

for the viscous wall boundary condition.
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CHAPTER 3. NUMERICAL SIMULATION OF SHROUDED PLUG NOZZLE

Supersonic flight requires the development of technologies which can make operation

commercially as well as environmentally viable. In this regard the aviation industry

is investing resources in developing technologies both for the airframe as well as the

propulsion system which will make this possible. A technology solution that has been

proposed [4] recently for the propulsion system is that of the high-flow bypass concept

by GAC discussed in the introduction of the thesis. The concept uses both a plug

inlet and plug nozzle combined with a unique flow path design as shown in Fig. 3.1.

It is intended for efficient performance both from the view point of aerodynamic

and noise characteristics particularly in the supersonic flight regime. An existing

turbofan engine [6] is employed as the core of the propulsion system working with

the flow ingested through the plug inlet and exhausted by the plug nozzle outlet.

In the shrouded plug arrangement, the engine is exhausted via the core (primary)

flowpath within a barrel-type shroud of near constant radius, using a plug center

body to choke and supersonically expand the jet flow. An annular nozzle, bounded

between the nacelle cowling and primary shroud, is used to expand tertiary matching

flow from the nacelle bypass stream. The nacelle bypass provides additional low-

boom shaping options for the nacelle, and, in particular, is used to increase the inlets

stream capture tube and to circularize the nacelle around non-axisymmetric external

engine protuberances as shown in Fig. 3.1. The shrouded plug nozzle which forms a

part of the this concept becomes an important component whose characteristics have

to be studied. It is unique from traditional designs in that the shroud extends to a

considerable portion of the plug (56% of plug length).
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3.1 Introduction

Compared to a more conventional Laval-type convergent-divergent nozzle, the

shrouded plug nozzle offers aerodynamic, structural, and installation benefits that

make it a potentially attractive option for supersonic applications. For example, the

off-design aerodynamic characteristics of the shrouded plug may allow the nozzle to

operate at highly over-expanded conditions that would render a traditional Laval-

type configuration unusable. This capability could obviate the need for mechanically

complex variable geometry by delivering outstanding supersonic performance and

acceptable off-design characteristics. In addition to permitting straight-forward inte-

gration with the nacelle bypass nozzle system(Fig. 3.1), the simplicity of the shroud

barrel provides other valuable design options. For instance, the length of the barrel

can be matched against the surface divergence characteristics of the nozzle plug to

provide excellent supersonic performance and an optimally expanded jet stream that

minimizes the exhaust contribution to the vehicle sonic boom signature.

A long shroud barrel also serves to isolate the primary nozzle exhaust from that

of the bypass, shielding each of the streams from cross-interference, particularly at

off-design operation. Because of the physical separation between the two exhaust

streams, each can be analyzed, within reason, independent of the other, simplifying

the numerical assessment of the configuration. A better understanding of the funda-

mental characteristics unique to each of the exhaust streams can then be obtained

without extensive cross-coupling confounding the results, and explains why the focus

of the present computational work is on the shrouded plug nozzle characteristics.

The nozzle behavior is determined by the operating conditions which in turn are

related to the flight path of the vehicle. The plug nozzle derives its working medium

from the core turbine outlet as well as the bypass stream outlet as seen in Fig. 3.1.

The inlet conditions, therefore, are determined by the flow ensuing from the turbine

core as well as the bypass stream. The total pressure and total temperature of the

issuing gases prescribe these conditions. The total pressure can be characterized using
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Nozzle Pressure Ratio (NPR) which is defined as the ratio of total pressure at the

inlet to the ambient pressure.

The shrouded plug nozzle considered here has a design NPR of 6.23. When used

in actual supersonic transport applications its operation will range from low NPR’s at

take-off conditions to design NPR at supersonic cruise. The simulations are designed

with a requirement to understand these flow characteristics in the complete spectrum

of nozzle pressure ratios. To understand the details of these flowfields, the present

work draws on experimental data that is available from the static tests of a sub-

scale model conducted at Purdue University in the Bi-Annular Nozzle Rig (BANR)

[79]; [80]. Figure 3.2 shows a cut-away view of the test model for the static sea

level experiments which is also the geometry used for simulations. The cut-away

view shows clearly a shroud around the plug that extends downstream of the throat.

Experimental data have been acquired from the model hardware that incorporated

the hot vitiated core air to simulate turbine exit conditions and an annular cold air

stream to simulate fan exhaust [40].

Figure 3.2. Cut-away view of the sub-scale model of the shrouded plug nozzle.
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The shroud provides a Converging-Diverging(C-D) passage for the gases issuing

from the core and bypass stream separated by an exhaust splitter. The presence of

the external shroud is likely to result in a deviation from plug nozzle behavior and

a return to C-D nozzle characteristics. After the core and fan streams merge at the

trailing edge of the splitter, the compound stream is accelerated by the converging

passage between the plug nozzle and the outer shroud until it reaches the throat.

At low nozzle pressure ratios, the throat remains unchoked and the flow decelerates

subsonically in the divergent section. At moderate to high nozzle pressure ratios, the

flow chokes and accelerates supersonically before shocking down to meet the back

pressure. This supersonic expansion followed by a shock system often leads to un-

steadiness in the flowfield at low NPR’s [30]. The unsteadiness drives an oscillating

pressure distribution on the plug in the separation region that follows the shock. At

the design NPR condition the plug nozzle operates at nearly shock-free conditions

with supersonic outflow. In its passage from unchoked operation to shock-free condi-

tions the nozzle might exhibit a multitude of shock structures typical of such geomet-

rical configurations as a function of operating conditions. Thrust optimized parabolic

C-D nozzles in rocket applications [34] are particularly known to exhibit two distinct

regimes depending on the separation characteristics. In the Free Shock Separation

(FSS) regime the flow over the nozzle wall is separated following the shock. In the

Restricted Shock Separation (RSS) the flow reattaches on the nozzle wall enclosing a

separation bubble.

The computations in conjunction with the experiments are specifically designed

with a requirement to understand the shock physics as well as the unsteady character-

istics over the entire NPR range. At these various conditions, companion computa-

tional results are compared against these experimental data to augment the findings

and to provide additional understanding of the flow characteristics. This symbiosis of

experiments and computations helped in verifying and validating the computational

findings as well as gaining valuable insight into the performance of the nozzle.
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The plug nozzle is analyzed using both axisymmetric and three-dimensional (3-D)

computations. For each analysis, a brief description of the computational domain

and the boundary conditions is followed by a discussion of the salient features of the

nozzle aerodynamics starting from the off-design (low) NPR to design (high) NPRs.

The primary focus of the present chapter is to shed light on the aerodynamic behavior

of the shrouded plug nozzle configuration and to prepare for more complex reacting

flows. In the process both available experimental data and computations are used.

As will be seen this computational study in conjunction with experiments not only

helps in validating the computational data but also result in useful insights further

augmenting experimental data. In fact, the computations were used as a basis for

designing the experiment. To begin with, in order to understand the measured data

we discuss briefly the experimental configuration and the instrumentation available.

3.2 Experimental Configuration

Figure 3.3 shows a line diagram of the plug nozzle based on the model shown in

Fig. 3.2. This is also the geometry that is used for computations. Also shown is

a close-up of the plug nozzle near the throat region showing a sharp corner at the

throat. The hot flow inlet of the plug draws in hot vitiated air from the nozzle rig

to simulate conditions from a turbofan engine core flow and the cold flow inlet draws

in air from the blow-down tank of the nozzle rig. The experimental set-up uses a

quad-strut arrangement for structural integrity of the nozzle during operation. The

aerodynamically designed struts are situated in the subsonic converging part of the

nozzle so as to minimize disturbances downstream. The BANR is a blowdown test

facility capable of feeding test hardware up to 25 kg/s air flow at pressures roughly

10 times atmospheric and vitiated core stream temperatures on the order of 700◦C.

The testing of 1/5th to 1/7th scale exhaust nozzles intended for SSBJ applications

acted as the primary motivation for designing the BANR facility, with provisions for
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conducting mixer/ejector-type nozzle experiments necessitating that the BANR be a

dual-stream (bi-annular) rig.

The rig also has sufficient instrumentation to measure incoming flow conditions

to the nozzle. The total pressure and total temperature at the nozzle inflow plane are

measured using upstream rakes. The total pressure rakes present at four azimuthal

locations had four ports each which measured the radial variation. The mass averaged

total pressure, based on bypass and core stream massflow, was reported in the exper-

iments and is used as input to the computations. In addition the total temperature

specified at the inlets was used as input for the subsonic inlet condition.

The plug nozzle configuration is provided with a host of instrumentation as shown

in Fig. 3.4. To obtain the steady pressure distribution, pressure taps were installed

at axial locations along the length of both the plug and shroud surfaces at three

azimuthal locations. The choice of three azimuthal locations allowed the tangential

variation to be captured to some extent. To measure any unsteadiness in the flow, high

frequency Kulite pressure transducers were also placed on the shroud surface. The

layout of the static pressure taps as well as the high frequency transducers is shown in

3.4. In the schematic shown it is evident that the azimuthal location at 45◦ had the

best axial resolution of 0.5 inch. The static pressure taps at this azimuthal location

are used extensively throughout this work to validate and verify the computations.

Schlieren and shadowgraph images, which are of immense help in understanding the

flow structure and, in particular, to identify shock shapes and recirculation zones, were

also made during experimental operation. The experiments used both vertical and

horizontal configurations of the knife-edge in the schlieren set-up. The vertical knife-

edge helped to identify horizontal gradients whereas the horizontal knife edge helped

identify the vertical gradients. By using a transparent perspex shroud, shadowgraph

images within the nozzle section were captured. These were particularly useful when

the shock was inside the shroud. The schlieren images identify the first gradient of

density while the shadowgraph captures the second gradient of density. Although the

mode of operation of schlieren and shadowgraph are different the ultimate goal of
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(a) Line diagram of cross section of nozzle.

(b) Close-up of throat area showing

sharp corner.

Figure 3.3. Schematic of nozzle used for computations along with
detail of throat area showing sharp corner.

both is to understand the flow structure. The BANR rig has a force measurement

system that allowed for the measurement of thrust forces and side-loads. This is

done through a calibrated load cell stand which is mounted behind the nozzle. The

measurement system allowed the measurement of axial thrust.

The first series of plug nozzle hot-fire and cold flow tests occurred immediately

after the BANR became operational. The primary focus of this first round of tests

was to gather quantitative and qualitative data pertaining to the unsteady aerody-
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namic phenomena resulting from operation at off-design (low nozzle pressure ratio)

conditions. A series of sixteen additional hot-fires were conducted as a part of the

study to understand performance of plug nozzle. A core stream temperature of 1000F

and bypass ratio (BPR) of three were targeted and roughly achieved for each hot-fire.

The data has been documented in the M.S. theses of Tapee [40] and Cummings [41].

Key rig validation and performance data were gathered for all tests and presented

and analyzed in the M.S. thesis of Sandroni [80]. Data from both the experimental

campaigns have been used to validate the computations.



www.manaraa.com

67

(a
)

Sc
he

m
at

ic
of

in
st

ru
m

en
ta

ti
on

la
yo

ut
on

no
zz

le
.

D
im

en
si

on
s

in
in

ch
es

.
(b

)
A

ng
le

re
fe

re
nc

e
fo

r
in

st
ru

m
en

ta
ti

on
la

yo
ut

.

F
ig

u
re

3.
4.

S
ch

em
at

ic
sh

ow
in

g
th

e
in

st
ru

m
en

ta
ti

on
av

ai
la

b
le

on
th

e
p
lu

g
as

w
el

l
as

th
e

sh
ro

u
d

su
rf

ac
e.



www.manaraa.com

68

3.3 Axisymmetric Computations

Axisymmetric computations provide a fast and efficient means of computing the

shrouded plug nozzle flowfield. We exploit the axisymmetric bore of the plug nozzle

to perform the computations which lay the foundation for 3-D computations. To

begin we discuss the computational domain, boundary conditions and the solution

set-up. This is followed by a discussion of computational results and their comparison

to data.

3.3.1 Computational Domain and Boundary Conditions

The computational domain and grid used for the simulations is shown in Fig. 3.5

and Fig. 3.6. The upper plot shows the overall domain while the lower plot shows

some details of the grid in the plug nozzle region where the flow phenomena of pri-

mary interest take place. The computational domain starts several throat diameters

upstream of the nozzle throat. The core and bypass flows remain separated by an

exhaust splitter similar to the one in the experiments until the streams reach the

beginning of the plug convergence. This allows computations to be conducted with

either hot or cold flow in the core stream to mimic conditions in the experiments.

One difference between the computational simulations and the experimental set-up

is that the quad-strut arrangement that holds the plug in place can not be included

in the axisymmetric computations. The strut is unlikely to have a major effect on

the nozzle flowfield as it has been aerodynamically designed and is located in the

subsonic, convergent section of the nozzle.
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(a) Detail of grid in the nozzle.

(b) Grid near the splitter tip. (c) Grid near the shroud tip.

Figure 3.6. Details of grid near the splitter tip and shroud tip.

The computational domain also includes a region outside the nozzle to enable the

near-field plume of the nozzle to be computed and compared with experiment. In

addition this external domain enables physically meaningful downstream boundary

conditions when the outflow is subsonic.

In terms of grid structure, a C-grid of quadrilateral elements is wrapped around

the shroud and the exhaust splitter. The rest of the domain employs an H-grid of

quadrilateral elements. The grid has 79,000 grid points with the first grid point from

the wall specified in order to have a y+ < 1 for a Reynolds number on the order of

100,000. The nozzle section had 120 grid points in the transverse direction to the flow

and 400 grid points in the axial direction to the flow. From the throat to the plug tip

sufficient resolution was provided to allow for shock capturing. As mentioned earlier,
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the best axial resolution in the experiments is at the 45◦ azimuth which had pressure

taps every 0.5 inch. There were approximately 10 grid points between adjacent static

pressure taps on the plug and shroud in the computation. This allowed the shock

location to be determined if it were to occur between the static pressure taps in the

experiments.

The boundary conditions at the inlet of both the core and bypass flow streams

were specified as reservoir (stagnation temperature and stagnation pressure) condi-

tions with zero flow angle. In the experiments, the mass flow rate was controlled in

such a manner as to be able to match the stagnation pressure in the core and by-

pass streams as closely as possible. The nozzle pressure ratio (NPR), defined as the

ratio of upstream total pressure to ambient pressure, is therefore the same for both

streams. During the experiment, the rakes showed minor differences in total pres-

sures between the nozzle inlets and separate NPRs are reported for the experiments

to document these small differences [40]. From these two NPR measurements for the

core and bypass, a mass-weighted average NPR reported in experiments was used for

the computations. In the experiments, the bypass stream was always unheated (cold)

whereas measurements were made with both heated (hot) and unheated (cold) fluid

temperatures in the core stream. In analogous fashion, separate hot- and cold-flow

simulations were also done in the computations. For all cold flow streams, the stag-

nation temperature in the computations was taken as 244 K, based on an average

temperature observed in all the experimental runs. The core flow temperatures for

the hot flow cases are specified along with the NPR throughout this chapter.

Farfield boundary conditions (inflow or outflow depending on local conditions) are

specified on the outer periphery of the external boundary. The hot-flow cases were

treated as two-species computations to distinguish the hot core flow from the cold fan

stream in the downstream region where they begin to mix. In all cases, the fluid was

treated as a perfect gas with the properties of air. On solid surfaces, no-slip boundary

conditions are specified and symmetry conditions are imposed on the jet centerline.

An upstream turbulence intensity of 10% is prescribed at the core and bypass flow
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inlets. The inlet turbulent dissipation is specified such that the turbulence intensity

drops by 10% over the length of the nozzle. All computations were performed in

parallel using 48 processors. The boundary conditions at the various boundaries are

also denoted graphically in Fig. 3.5.

The experimental data have been obtained by static sea level tests of the sub-

scale model. For the steady computations the initial condition was set to ambient

sea level static conditions at low NPRs. Convergence difficulties were encountered

in propagating the strong shock during the first few steady iterations through the

converging diverging section for NPR above 2.5. In this case the steady computations

were started with total pressure and total temperature conditions in the nozzle section

till the exit. The rest of the domain was prescribed ambient conditions.

Kulite pressure data from the experiments indicated that some unsteadiness was

present at low NPR conditions. In addition, steady computations showed that shock/

boundary layer interactions were present at all NPRs, suggesting the likelihood of

unsteady shock oscillations [21]; [30] and local large-scale motions in separated regions

and shear layers. As a final indication of unsteadiness, the residuals in the high NPR

steady computations converged ten or more orders of magnitude while at low NPRs,

the convergence deteriorated somewhat, until for the lowest pressure ratio calculated,

NPR = 1.26, the residuals dropped only five orders. Representative convergence rates

for three cases showing this degradation are given in Fig. 3.7.

In view of these observed unsteadiness at low NPR’s and the analogous reduction

in convergence level, to provide a first-order assessment of the unsteadiness a sequence

of time-accurate computations using the dual-time stepping algorithm were also per-

formed. In general, the unsteady simulations at moderate and high NPRs converged

to the same steady solution as that obtained with the steady algorithm, however, at

low NPRs, stationary shock oscillations were observed following an initial transient.

The axisymmetric unsteady analyses are discussed after the steady computations and

provide a first approximation of the large-scale fluctuations in the flowfield while also

serving as a precursor to 3-D, unsteady computations given later.
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Figure 3.7. Convergence of steady axisymmetric computations at low NPRs.

3.4 Axisymmetric Steady Analysis

The NPR range the plug nozzle would see when employed in service depends upon

flight speed, being a minimum when the aircraft is on the runway and a maximum

at supersonic cruise. It is therefore important to understand in detail the variety of

flow regimes the nozzle undergoes. Accordingly, non-reacting flow simulations have

been performed conditions. As indicated earlier, the presence of the external shroud

results in an added dimension of shock-boundary layer interactions at subsonic NPR’s

because of the diverging section. This feature is commonly seen in planar transonic

diffusers [29]; [22]; [25] at off-design conditions, however, the same flow phenomena

are absent in conventional plug nozzles which do not employ an outer shroud.
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The next sections discuss the salient features of the nozzle aerodynamics starting

from the design (high) NPR followed by off-design (low) NPR’s. The following anal-

ysis makes extensive use of numerical schlieren pictures which have been constructed

from the computational results using the density gradient field portrayed on a linear

(as opposed to axisymmetric) field. The schlieren pictures are contour plots of the

absolute values of the gradients at the grid nodes.

3.4.1 Global Shock Structure

We begin by comparing computational and experimental results at the design

nozzle pressure ratio in Fig. 3.8 which provides a comparison of the computational

schlieren on the bottom left along with an experimental schlieren photograph on the

bottom right obtained by using a vertical knife edge. The top figure gives a global

view of the flowfield in the nozzle section. Both the experimental and computational

schlieren results are for hot-flow conditions (stagnation temperatures of 738 K and 244

K in the core and fan streams respectively) and a NPR of 6.12. The computational

results show both the subsonic and supersonic portions of the nozzle along with the

near-field plume, while the experimental result with the aluminum shroud shows the

flow downstream of the shroud and the near-field plume.

An ideally contoured supersonic plug nozzle allows exact expansion to ambient

conditions and produces a uniform one-dimensional flow at the exit plane for the de-

sign NPR. Both the experimental and computational results indicate that the present

plug-shroud combination and NPR give essentially this condition. In addition, the

close resemblance between the computations and the experiments verifies that the

computations are qualitatively correct. Both plots show that the flow expands nearly

uniformly to ambient conditions as the jet emerges from the shroud. A Mach wave

emanating from the end of the shroud and impinging on tip of the plug surface can

be clearly seen in the experimental schlieren. The corresponding Mach wave in the
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computational schlieren is quite visible in the outer, cold stream, but still remains

faintly visible after it crosses the shear layer between the hot and cold streams.

The computations show the exit Mach number reaches 1.75 and the Mach wave at

the shroud exit indicates that the nozzle flow does not undergo any turning as it exits

the shroud. The computational schlieren also shows a mixing layer that originates

at the exhaust splitter tip and propagates downstream. This is a feature that is

standard in the computations at all NPR’s with hot core flow and cold bypass flow

where the density difference between the two streams produces a density gradient

that is visible in the schlieren plots. The mixing layer emanating from the shroud tip

due to the velocity gradient is also visible in the schlieren images. In addition, the

flowfield at design conditions is observed to be steady both in experiments as well as

computations without any severe fluctuations.

The off-design characteristics of the nozzle are dominated by complex shock/shock

and shock/boundary layer interactions as, for all but very low NPR’s, the flow re-

mains choked and over-expands inside the divergent portion of the nozzle thereby

introducing shock waves that bring the pressure back up to ambient conditions. The

experimental campaign conducted covered a range of NPR’s for both hot and cold

core flow in order to comprehend the flow structure by means of schlieren and shad-

owgraph images. In the following, the computational schlieren images are presented

first for their ease of understanding and then compared with their experimental coun-

terparts for qualitative agreement at off-design NPR’s in the following section.

To understand the details of the flow, steady computations at a series of off-design

NPR’s were performed and are summarized in Fig. 3.9 by means of computational

schlieren and Mach number contours. The steady computations help in gaining insight

into the salient shock structure without delving into the shock dynamics, which will

be discussed later. The schlieren images for the cold core flow case show a clear

progression of the shock in the diverging section as the NPR is increased from 1.26

to 5.01. The cold core flow case without the shear layer, as in the case of hot flow in

Fig. 3.8, allows a clear view of the nozzle internal flow structure.
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(a) Computational schlieren

(b) Comp. Schlieren

Zoom

(c) Experimental schlieren

Figure 3.8. Computational schlieren compared to experimental
schlieren at NPR = 6.12.

Starting from Fig. 3.9(a), the shock in the NPR = 1.26 case exhibits a normal

shock like structure with a large separated flow region on the plug as well as the shroud

surface. Additional detail in the throat region are given in Fig. 3.10. At this NPR

the Mach number upstream of the shock is about 1.25 and the situation is similar

to that seen in transonic diffusers at low subsonic NPR’s [22]. The separation zone

covers the entire plug and causes a monotonically increasing pressure distribution on
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(a) NPR=1.26, Normal shock (b) NPR=1.59,λ - shock

(c) NPR=1.93, Mach reflection with shocklets (d) NPR=2.56, Mach reflection with secondary

shock

(e) NPR=3.06, Regular reflection (f) NPR=5.01, Oblique shock

Figure 3.9. Computational schlieren (top half) and Mach number
(bottom half) for progressing NPRs depicting shock structure.

the plug surface as shown later. This is typical of the free shock separation regime

where the flow following the shock is separated from the nozzle wall and does not

reattach. Another feature that can be discerned from the computational schlierens at
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all NPR’s is the presence of an expansion fan at the corner between the intersection of

the subsonic contraction and the shroud. The shrouded plug nozzle considered here

has a sharp change in slope at the throat as discussed with reference to Fig. 3.3.

The detail is seen more clearly in Fig. 3.10 showing near throat region. At all

NPR’s the flow over-expands just aft of the throat through this expansion fan. As

the flow negotiates the sharp turn from the subsonic contraction to the diverging

section it passes through the sonic condition and forms a small supersonic bubble at

the throat. The flow compresses again in a short distance as it slows down within this

small supersonic region. The flow then again expands finally to shock down in the

diverging section. The impingement of the expansion fan on the plug surface causes

a slight increase in pressure on the plug surface aft of the impingement location.

Evidences of this expansion fan are present in all NPR solutions as well as in the

static pressure distributions discussed later. The supersonic region near the throat

would not have been present if the throat contour were gradually varying instead of

containing a sharp corner.

Figure 3.10. Near throat region computational schlieren (grayscale)
and Mach number (rainbow) at NPR = 1.26.

Returning again to Fig. 3.9, results for the slightly higher NPR of 1.59 are shown

in Fig. 3.9(b). The Mach number upstream of the shock reaches 1.44 and the flow

undergoes shock-induced flow separation. At this point a weak lambda-shock pattern

is observed to be developing as seen in the close-up view of the computational schlieren

in Fig. 3.11 which shows only the near-shock region. The flow at the shroud separates
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and reattaches immediately forming a small recirculation zone while the flow is fully

separated over entire length of the plug. Also clearly seen in Fig. 3.11 is the expansion

fan impinging on the plug.

Figure 3.11. Computational schlieren showing lambda shock and ex-
pansion fan impinging on plug at NPR = 1.59.

For the NPR = 1.93 shown in Fig. 3.9(c) with a large local view in Fig. 3.12. Since

the flow at the throat is indifferent of the NPR, the present close-up only shows the

shock location. The shock structure generates a lambda pattern at the plug while

a weak lambda pattern enclosing a recirculation zone is seen at the shroud surface.

The shock is modified in the vicinity of the walls. The pressure rise at separation

results in compression waves propagating in the supersonic part of the boundary

layer. These waves coalesce into an oblique shock (the first part of the lambda) which

intersect the shock at a triple point from which emanates the reflected shocks (second

part of lambda). Stemming from the triple point, the oblique reflected shock fits

the angle of the fluid downstream with the fluid aft of normal shock. The velocity

difference between these zones generates a slip line that emerges from the triple point.

Also notice the presence of weak shocks or shocklets in the region aft of the shock

in the main stream. These weak shocks seem to be a manifestation of the natural

converging-diverging passage formed downstream of the shock by the recirculation

zone on the plug.

The shroud flow at this NPR is still attached with a small recirculation bubble

just downstream of the shock. The shocks at these low NPR’s are accompanied by
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a relatively large recirculation zone on the plug. The nozzle is, therefore, still in the

FSS regime.

Figure 3.12. Computational schlieren showing lambda shock and
shocklets in mean flow at NPR = 1.93.

For NPR’s above 2.25(Fig. 3.9(c) through 3.9(f)), the restricted shock separation

is the mode of separation on the plug. In the mid-NPR range (2.25 to 3.1) a Mach

reflection is present on both the plug and the shroud surfaces as seen in Fig. 3.9(d) for

an NPR of 2.56 and in close view of Fig. 3.13(a). The computational schlieren show

a shock/boundary layer interaction analogous to that observed in planar supersonic

nozzles[15, 31]. The shock structure consists of oblique shocks starting from both the

plug and shroud surfaces. These two oblique shock structures anchor a normal Mach

stem in the mean flow and the shock structure exhibits Mach reflection [81]. The

flow adjoint to the walls undergoes a considerable amount of turning with the Mach

number upstream of the normal shock region being approximately 1.7 in this case.

The separated flow on the plug reattaches downstream, thus, exhibiting a restricted-

shock separation (RSS) character.

As the NPR is increased the length of the normal portion of the shock decreases

until the oblique shocks from the shroud and plug occupy the entire cross section

where they finally intersect and undergo a regular reflectio [81] at a NPR of about

3.06 as shown in Fig. 3.9(e) and the close-up view of Fig. 3.13(b). The flow separates

on the shroud surface and entrains ambient air.
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Figure 3.13. Computational schlieren showing Mach reflection at NPR
= 2.56 (left) and regular reflection at NPR = 3.06 (right).

At NPR’s above 3.1 the shock structure on the plug is similar to the shock/boundary

layer interaction that is seen in oblique shocks incident on flat plates [82]. The inci-

dent oblique shock at these NPR’s is generated close to the shroud surface tip with

the flow on the shroud still separated. The turbulent boundary layer on the plug

surface is distorted as it sees an adverse pressure gradient across the incident oblique

shock. These distortions are propagated upstream through the subsonic boundary

layer which separates ahead of the shock. A separation shock exists at the separation

point. The shock pattern on the plug surface encloses a recirculation bubble.

At a nozzle pressure ratio of about 4.0, the shroud shock moves to the end of

the shroud and there appears to be no separation from the shroud at this condition.

The oblique shock emanating from the end of shroud now travels across the entire

stream. It is incident on the recirculation bubble adjacent to the plug surface while

the separation shock from the plug surface hits the free shear layer outside the nozzle.

The oblique shock continues to move downstream as the NPR is increased enclosing

a recirculation zone that continues into the wake of the plug.

Increasing the NPR to 5.01 continues to weaken the separation shock (Fig. 3.9(f)).

Figure 3.14 shows a close-up view of the plug exit region for an NPR of 5.01 with the

shock structure showing the incident and reflection shock.

A conventional plug nozzle (without an external shroud) primarily achieves ex-

pansion to ambient conditions by means of a centered expansion fan generated at the
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Figure 3.14. Computational schlieren showing oblique shock from
shroud tip impinging on plug surface at NPR = 5.01.

nozzle tip under quiescent ambient conditions. At design conditions the flow expands

to ambient conditions with the expansion fan terminating at the plug tip (Fig. 1.1).

At NPR’s below design the expansion fan hits at shorter distances on the plug and

reflects as a compression wave. The compression wave in turn reflects as an expansion

fan from the free stream. This expansion/compression continues till the plug end. It

is important to note that in the shrouded case unlike an expansion fan emanating

from the throat of a conventional plug nozzle an oblique shock emanates from the

shroud tip of the shrouded plug nozzle. The shrouded plug nozzle does not exhibit

the interaction with the ambient that is seen in a conventional plug nozzle at NPR’s

below design. The oblique shock traverses downstream as the NPR is increased until

it eventually ceases to exist with only a shroud tip Mach wave at the design NPR =

6.23 as was shown previously in Fig. 3.8 remains. The shrouded plug nozzle, there-

fore, behaves as a conventional plug with a Mach wave at the exit plane only at its

design point.

3.4.2 Computational Vs. Experimental Shock Pattern

The above discussion gives an overall view of the motion of the shock structure as

the nozzle pressure ratio is increased from low to high values. Now, we compare the

predicted shock patterns at specific NPRs with observed shock patterns taken from
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the experimental schlieren and shadowgraphs at similar NPRs. An important consid-

eration to bear in mind in the comparisons as well as in the interpretation of the exper-

imental images is that the experimental images contain information corresponding to

the three-dimensional (axisymmetric) character of the flow. The experimental images

are generated by the integral of the first derivative (schlieren) or second derivative

(shadowgraph) of the density along the light path as it passes through every radius

along a particular line of sight. Therefore, they collapse the three dimensionality of

the flow onto a 2D plane. In contrast to this, the computational schlieren images are

taken in a two-dimensional sense with the incident light rays propagating through

only a single plane of the axisymmetric solution. The comparisons in this section are

all for cold flow conditions with equal stagnation temperatures in the core and fan

streams.

The first comparison is shown Fig. 3.15 for an experimental shadowgraph at NPR

= 2.14 and a computational schlieren at a NPR of 2.11. The experimental results are

given twice. The photograph on the top left shows the original shadowgraph, while

the one on the top right shows the same shadowgraph with some characteristic flow

features superimposed to enhance understanding. These experimental shadowgraphs

were taken through the pyrex glass shroud so that a larger portion of the flow in the

divergent section could be seen. Note that the outline of the pyrex shroud is clearly

seen in the shadowgraph. Because of the pyrex shroud, these shadowgraphs can

only be obtained for cold flow (the fan temperature equal to the core temperature).

The schlieren and the shadowgraph images can be compared with regard to shock

structure as both replicate it in a similar fashion.

Looking first at the experimental shadowgraph image in Fig. 3.15(a) with the aid

of the graphical interpretation in the photo to the right, the presence of an oblique

shock emanating from the plug can be clearly seen. This shock causes the boundary

layer to separate from the plug surface (note the faint horizontal line on the upper

surface of the plug). After leaving the plug surface, the shock propagates across
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(a) Experimental Shadowgraph (b) Experimental Shadowgraph with

schematic

(c) Shadowgraph view of rectangu-

lar region marked in (a)

(d) Computational schlieren

Figure 3.15. Computational schlieren compared to experimental
Shadowgraph at NPR = 2.11.

the annulus and intersects the inviscid shock. The inviscid shock moves toward the

shroud surface where it forms a lambda shock.

A similar oblique shock and separation region on the plug surface can be seen in

the computational schlieren on the bottom of Fig. 3.15. One difference between the

two results is that the experimental image shows a distinct vertical line between the

two legs of the lambda shock that is not present in the computation. This additional

line, however, is the foot of the circular shock leg on the circumference of the pyrex
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shroud that has been collapsed onto a line in the 2-D plane and is an artifact of the

3-D image, not a feature of the flowfield.

The computational schlieren also shows a secondary shock just downstream at

the end of the shroud that, at first appearance, does not appear to be present in

the experimental image. Close inspection of the enlarged portion of the experimental

shadowgraph in Fig. 3.15(c) showing a close up of the flow field marked by a rectangle

in Fig. 3.15(a), however, also reveals the presence of a secondary shock in the upper

half plane at nearly the same axial location at the end of the shroud. The close-up

shows both the shock in the diverging section and the secondary shock just down-

stream of the exit. Also the computational schlieren shows the presence of separation

off the shroud which cannot be distinguished in the experimental shadowgraph. How-

ever, the separation wake can be seen in the experiments as well as the computations.

Overall, the computational visualizations agree well with the experimental images

and the characteristics described by both the experiment and the computation are

indicative of the flow characteristics that are observed at these low NPR’s.

Finally, note that the upper and lower halves of the experimental shadowgraph

exhibit differences suggesting the presence of a weak three-dimensionality in the flow

at this NPR. As discussed later, this particular NPR of 2.11 lies in the transition

from FSS to RSS. In the shadowgraph picture above it appears that the upper half

of the nozzle is in the free shock separation regime whereas the lower half is in

the restricted shock separation regime. This asymmetrical flow separation has been

observed during the transition regime [33]; [83] in experiments on rocket nozzles and

has been studied extensively [31]; [34]; [83] as it is considered to be responsible for

the side-loads on nozzles. The axisymmetric computations clearly cannot replicate

this non-symmetric effect but are still helpful in predicting the character of the flow

as well as in understanding the flow physics. Capturing the asymmetric features at

these NPR’s requires 3-D computations which are discussed later. In the case of the

supersonic shrouded plug nozzle this asymmetry seems to exist only in this narrow

range between 2.0 and 2.25 where the transition occurs. This will be confirmed later



www.manaraa.com

86

from the experimental static pressure distributions and dynamic pressure data which

are analyzed in the following sections.

Figure 3.16 provides a similar comparison of computation and experiment at a

higher NPR of 3.73 to show the manner in which the shock structure and flow sep-

aration regions compare. These results are again for cold flow. In contrast to the

previous figure, the experimental results in Fig. 3.16 are schlieren images taken with

both horizontal and vertical knife edges at the same conditions. The photograph in

the upper left of Fig. 3.16 corresponds to the vertical knife edge orientation while

that for the horizontal knife edge orientation is seen in the lower two photos. Note

that these schlieren images are taken with a metal shroud so that only the portion of

the flowfield outside the shroud can be seen in the experimental images.

The vertical knife edge results in schlieren that is very clear and is nearly symmet-

ric from top to bottom. A schematic of the shocks, expansion fans, separation regions

and shear layers is superimposed on the top half of the photo while the lower half is

left untouched to provide an unobstructed view of the photo. The schlieren with the

horizontal knife edge is somewhat less distinct, so the complete photo is shown on the

lower left, and is then again repeated on the lower right with the flow characteristics

superimposed for interpretative purposes. Again, the comparison between the com-

putational schlieren and the experimental schlieren images shows a close resemblance

at this higher nozzle pressure ratio. Though it is not evident in the schlieren images,

the flow reattaches on the plug implying that the flow exhibits a restricted shock

separation.

In the schlieren images from the experiments the orientation of the knife-edge

determines the direction in which the density gradients are captured. The schlieren

with the vertical knife-edge (upper left of Fig. 3.16) captures horizontal gradients and

clearly shows the incident and separation shocks. The schlieren with the horizontal

knife edge (lower photos in Fig. 3.16) depicts vertical gradients and also captures the

recirculation zone created by the plug shock. The horizontal knife-edge schlieren also

shows the presence of a shear layer emanating from the shroud tip and the separation
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(a) Experimental schlieren with schematic de-

picting ∂ρ/∂x .

(b) Computational schlieren.

(c) Experimental schlieren depicting

∂ρ/∂y.

(d) Experimental schlieren with schematic

depicting ∂ρ/∂y

Figure 3.16. Computational schlieren compared to experimental
schlieren at NPR = 3.73.

shock reflecting as an expansion fan at the free surface. The computational schlieren

clearly replicates these salient flow features. Another important observation that can

be made from the experimental schlieren is the axisymmetric nature of the shock

justifying the use of axisymmetric computations to accurately predict flow physics.
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3.4.3 Pressure Distribution

The use of both experimental as well as computational results helped in obtaining

an understanding of the associated shock physics at various NPR’s. In particular,

the presence of free shock separation and restricted shock separation regimes were

recognized. The shock structure towards the high end of the NPR spectrum showed

an oblique shock impinging on the plug surface. In order to further confirm these flow

regimes it is instructive to look at the static pressure distributions on the plug as well

as the shroud surface. As seen earlier in Fig. 3.4, the experimental set-up had the

facility to measure static pressures at three azimuthal locations of 45◦, 135◦ and -90◦ to

the vertical, looking counter-clockwise from upstream of the nozzle. This allowed for a

reasonable resolution of any three-dimensionality in the tangential direction. The row

of static pressure probes at 45◦ azimuth had the maximum number of static pressure

probes with 0.5 inch resolution on both the shroud and plug surfaces. Figure 3.17

shows the static pressure distribution obtained from the experimental data at a low

(1.26, Fig. 3.17(a), 3.17(b)), moderate (2.56, Fig. 3.17(c), 3.17(d)) and a high

(5.01, Fig. 3.17(e), 3.17(f)) NPR. These correspond to the free shock separation,

restricted shock separation and shroud tip shock separation regimes outlined in the

previous section respectively. The left row of figures is for the plug and the right

row is for the shroud. The x-axis has been non-dimensionalized by the length of the

plug from the throat to the tip with x/Lplug = 0 as the throat. The pressure has

been non-dimensionalized with the total pressure upstream. The plots for both the

shroud and plug show a fairly axisymmetric flow structure except for minor variations

close to the shock. Thus, it seems reasonable to use axisymmetric computations to

understand the global nature of shrouded plug nozzle flowfields. The pressure probe

at the throat in the -90◦ azimuthal direction shows a comparatively lower pressure

than the pressure probe at 45◦ which is directly in the wake of one of the struts.

It is evident from the plots that some of the details cannot be discerned by looking

at them alone. In fact the drop in pressure below ambient at the throat is not entirely
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clear without the help of internal flow measurements. Note that the fourth pressure

tap from the throat at the x/Lplug = 0.18 position in the NPR of 2.56 and 5.01

cases (Fig. 3.17(c) and Fig. 3.17(e)) appears to have malfunctioned. It shows an

increase in pressure instead of monotonic decrease from the throat till the shock due

to expansion. The computations, however, show a strong local pressure excursion at

the throat as well as the increase in pressure at x/Lplug = 0.18. Detailed analysis of

the computations show that this pressure excursion is real at the throat and that is

arises as the result of the corner in the plug shown in Fig. 3.8(c). This scenario shows

that accurate computations help explain the physics and interpret the experimental

methodology.

The series of figures, Fig. 3.18 to Fig. 3.20 show the plot of predicted static pressure

distribution on the shroud and plug surface compared to the measured data. Also

shown in the plots are the computational schlieren from steady computations in order

to correlate the shock physics with the static pressure distribution. The throat is

located at x/Lplug = 0 and the pressure and the y and x co-ordinates have been

scaled by the upstream total pressure and the plug length, respectively.

As the nozzle exhibits a multitude of shock structures and separation regimes

with increasing NPR, it is important that the ability to predict the static pressure

be quantified for the entire range. Hence, the figures show a progression of NPRs

compared to data. In Fig 3.18 all the NPR’s shown correspond to that of the free

shock separation regime for NPR’s below 2.0. The shock transitions from a normal

shock at NPR of 1.26 to a lambda shock at NPR of 1.93. First, looking at the NPR

of 1.26 plot for the plug we notice a dip in static pressure at x/Lplug = 0.1 which lies

in between two data points. The flow then expands to form a shock after which the

static pressure rises monotonically. The two data points lie on the predicted pressure

distribution giving credence to the predictions. This dip in pressure would not be

recognized if the data were (Fig. 3.17(a)) analyzed independently.

For the free shock separation regime at the low NPR end the results show an

increase in the static pressure distribution aft of the shock. The pressure increases
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monotonically both on the shroud as well as the plug surface. It may be noted that

the pressure at the plug throat is below 0.528 times the inlet total pressure indicating

the presence of the supersonic region following the expansion fan at the throat. This

was discussed earlier in context with the shock structure occurring due to the sharp

corner at the throat. Also evident in the static pressure distributions is the slight

increase in pressure when the expansion fan formed at the throat hits the plug at

x/Lplug 0.1. An experimental data point at the peak of the pressure rise (Fig. 3.18(c)

and Fig. 3.18(e)) further confirms its presence. Also the same increase in pressure is

seen on the shroud surface both from the experiments as well as the computations.

The static pressure distribution is close to the measured data at all three NPRs in

Fig. 3.18 both on the plug and shroud surface. The shock position has been captured

accurately and the rise on pressure aft of the pressure predicted accurately for all

NPRs. The separation region length which extends over the entire plug after the

shock is also predicted accurately. It appears though that the static pressure is over

predicted by a few percent in the recirculation zone.

Figure 3.19 shows pressure distribution in the restricted shock separation regime

for NPRs 2.23, 2.56 and 3.06. At these nozzle pressure ratios the shock transforms

from a Mach reflection into a regular reflection mode as seen earlier. In the case of

RSS regime, the pressure rises aft of the first leg of the lambda shock and then forms a

plateau which ends when the reflected shock, the second leg of the lambda shock hits

the recirculation bubble. Immediately after this the pressure increases till the reat-

tachment point and then monotonically decreases as the flow expands downstream of

reattachment. For example, in the case of NPR = 3.73 the pressure forms a plateau

after the shock till the oblique shock hits the recirculation bubble (x/Lplug 0.75), then

continues to increase till the reattachment point (x/Lplug 0.85) and then decreases

downstream of reattachment. The computed static pressure distribution is very close

to the data. Again at all the NPR’s shown the shock location is predicted accurately.

The static pressure distribution on the shroud surface is also similar to the experi-
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ments. The static pressure increases aft the shock on the shroud as long as the shock

remains upstream of the shroud tip.

In the final figure of the series, Fig. 3.20, the two NPR’s shown exhibit shock

structure similar to oblique shock reflection on a flat plate [82]. In the present case

the oblique shock formed at the shroud tip reflects of the plug surface. The pressure

on the plug in this cases decreases as the flow expands in the diverging section before

rising aft of the reflection shock. As in the previous case the pressure plateau exists

till the oblique shock impinges on the recirculation bubble. At both the NPR’s shown

the predicted pressure distribution matches exactly with the data in predicting the

shock location and extent of the recirculation bubble.

For all NPRs above 2.0 and between 2.25 for cold core flow the experiments showed

a step change in the evolution of the static pressure on the plug as well as the shroud

surface. This can be seen when we look at the wall pressure data for experiments

corresponding to NPR of 2.04 with cold core flow as an example. Figure 3.21 shows the

NPR variation during the course of the experiment as well as the plug and shroud wall

pressure evolution. The observation window for which the static pressure is plotted is

shown in Fig. 3.21(a). The figure also shows a schematic of the plug and shroud along

with the position of static pressure probes at the 45◦ azimuthal position. Each static

pressure probe is identified by a colored diamond with the corresponding color for

the pressure plot. The static pressure probes for show a step change in the pressure

corresponding to the FSS/RSS transition. The FSS/RSS transition has been observed

in experiments earlier[38, 41, 42] with nozzles for rocket applications. In earlier work

it was noticed that when the NPR is increased during the experimental run the

FSS/RSS transition occurred and when the NPR is reduced from a higher value, the

RSS/FSS transition was observed. This indicated the presence of a hysteresis regime

in the transition. In the present case the mass flow rate was increased to achieve

the required NPR, held constant to obtain the data and then the mass flow rate

cutoff abruptly (as shown in Fig. 3.21(a)). Hence, the FSS/RSS transition could be

observed but the RSS/FSS transition is not clearly captured. Nevertheless, it can
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be assumed that present nozzle also shows the hysteresis effect as is the case with

supersonic nozzles. Also of interest is that the transition event occurs simultaneously

at the shroud and the plug. This shows that it is associated with the entire shock

front and not necessarily a local phenomenon in which the flow on the plug alone

reattaches after transition. An analysis of the experiments showed that the FSS/RSS

transition also occurred in the NPR range 2.0-2.25 for the experiments.

In Figs. 3.21(d) and 3.21(e) the wall pressure measured at the three azimuthal

locations on the plug wall before and after the transition for NPR of 2.04. Also

shown in the figure is the prediction from the computations which agree with the

FSS regime. Figure 3.21(d) shows that the flow is axisymmetric just before the

transition. Figure 3.21(e) which is after the transition event shows that the flow is

separating asymmetrically. The axisymmetric assumption allows the FSS regime to

be captured as seen in Fig. 3.21(f). The steady computations were unable to predict

any hysteresis but only showed the shock transitioning into the RSS regime at about

a NPR of 2.15. Thus it seems that in order to better understand the hysteresis regime

complete 3-D computations are required in the NPR range of 2.0 to 2.25 where the

transition occurs. The axisymmetric computations still help in understanding the

shock structure in major part of the NPR spectrum where the flow is axisymmetric.
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(a) NPR = 1.26, Plug. (b) NPR = 1.26, Shroud.

(c) NPR = 2.56, Plug. (d) NPR = 2.56, Shroud.

(e) NPR = 5.01, Plug. (f) NPR = 5.01, Shroud.

Figure 3.17. Normalized Static Pressure from data showing axisymmetry.



www.manaraa.com

94

(a) NPR = 1.26, Plug. (b) NPR = 1.26, Shroud.

(c) NPR = 1.76, Plug. (d) NPR = 1.76, Shroud.

(e) NPR = 1.93, Plug. (f) NPR = 1.93, Shroud.

Figure 3.18. FSS normalized Static Pressure distribution on plug and
shroud superimposed on computational schlieren, line - computations,
square - experiment data point.
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(a) NPR = 2.23, Plug. (b) NPR = 2.23, Shroud.

(c) NPR = 2.56, Plug. (d) NPR = 2.56, Shroud.

(e) NPR = 3.06, Plug. (f) NPR = 3.06, Shroud.

Figure 3.19. RSS regime normalized Static Pressure distribution on
plug and shroud superimposed on computational schlieren, line - com-
putations, square symbol - data point.
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(a) NPR = 4.01, Plug. (b) NPR = 4.01, Shroud.

(c) NPR = 5.75, Plug. (d) NPR = 5.75, Shroud.

Figure 3.20. Oblique shock regime normalized Static Pressure distri-
bution on plug and shroud superimposed on computational schlieren,
line - computations, square - experiment data point.
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Figure 3.22 shows the static pressure distribution on the plug and the shroud

surfaces for hot core flow from steady computations as the NPR progresses. The plots

also show the experimental pressure distributions obtained through static pressure

taps located axially along the plug and shroud at the 45◦ azimuth which provided

the best resolution. Also shown in the plots are the schematic of the shrouded plug

nozzle with dash-dot lines for reference. The progression of shocks is seen as the

NPR is increased. The axisymmetric computations predict the shock location on the

plug as well as the shroud accurately. Also the static pressure distribution matches

closely with the experimental observations at all NPR’s. However, the predicted

static pressures in the FSS regime at low NPR’s are higher than the experimentally

observed values. At moderate and higher NPR’s (NPR > ∼2.25) where the restricted

shock separation regime sets in, the predicted values are close to the experimentally

observed results. From the plots it can be seen that the static pressure distributions

are those of the FSS regime till a NPR of 2.11 and thereafter show the RSS pressure

distribution when the recirculation zone reattaches on the plug, thus confirming the

observations made earlier on the shock structure at various NPR’s using experimental

and computational schlieren. For hot core flows the shock location is downstream of

the cold flow case at the same NPR. In the case of hot flows the issuing gases from

the core have lower ratio of specific heat (1.33) compared to the cold flow case (1.4).

Earlier the presence of secondary shock or shocklets was observed in the compari-

son of schlieren and shadowgraph at NPR of 2.11 in Fig. 3.15. These shocklets appear

as normal shock across the entire flow cross section in the Schlieren. Again these

normal shocks are a manifestation of the three-dimensional nature of the schlieren

photographs. The discussion with reference to Fig. 3.9(c) that these secondary struc-

tures are due to the converging diverging passage created by the separation zone on

the plug surface. The same can be discerned by comparing the pressure distribution

at the horizontal centerline at the plug nozzle. In Fig. 3.23 the pressure distribution

and the Mach number along the centerline are shown. At a NPR of 1.76, there is

a weak shock after the normal shock. For NPR = 1.93, the static pressure and the
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(a) Plug (line - comp., symbol - expt.)

(b) Shroud (line - comp., symbol - expt.)

Figure 3.22. Normalized Static Pressure distribution for hot core flow
with varying NPR.

Mach number show two distinct peaks with the Mach number going above 1, showing

the presence of two weak shocks after the strong shock. As the NPR is increased

to 2.11, a second distinct peak in Mach number of about 1.2 shows the presence of

a secondary shock in the mean flow. As pointed out earlier, in the case of NPR =

1.93 the flow on the shroud is attached whereas at NPR = 2.11 the shroud flow is
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separated constricting the mean flow area further and thereby resulting in a stronger

shock.

(a) Mach number at centerline

(b) Pressure at centerline

Figure 3.23. Mach number and pressure at constant radius location
passing through the center of the throat.
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3.5 Unsteady Characteristics

The experimental data in conjunction with the steady computational results have

been able to explain the flow regimes observed in the shrouded plug nozzle. In par-

ticular, comparison of the experimental and computational flow structures by means

of schlieren and shadowgraphs shows that good agreement can be obtained through

axisymmetric computations. The steady pressure agreement with data further con-

firm the effectiveness of axisymmetric computations. A dominant shock turbulent

boundary layer interaction is present in the entire operating regime except at design

conditions. The interactions of shocks with a turbulent boundary layer results in a

temporally varying pressure on the adjacent surfaces [27]; [26]. The unsteadiness is

primarily driven by shock oscillations in the diverging section and has been observed

in experiments with transonic diffusers [21]; [25] with shock/boundary layer interac-

tion at subsonic NPR’s. In literature the shock oscillations have been attributed to

multiple mechanisms as discussed in the introduction.

In this section we perform preliminary computations to assess the capabilities

of axisymmetric unsteady simulations in predicting the pressure oscillations in the

nozzle. In doing so we form the basis for unsteady analysis of the complete geometry in

the coming sections. As will be seen in the following discussion, the peak frequency of

pressure oscillations is a constant for NPR’s which fall in the FSS regime. Accordingly,

the axisymmetric unsteady computations are performed at a single NPR of 1.59

to verify if the simulations can make accurate predictions. The section begins by

discussing the Kulite data obtained from experiments. This discussion is included

here to extend the discussion in Tapee [40] where the trend was stated. As will be

shown, it is possible to do this before discussing unsteady computations in lieu of

what has been discussed in the previous section with regard to shock physics and

steady pressure distribution on the plug. Following this discussion the results from

the unsteady computations are presented.
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3.5.1 Analysis of Experimental Data

The experimental set-up had three Kulite high-frequency absolute pressure trans-

ducers on the aluminum shroud as shown in Fig. 3.4. These transducers sampled

the pressure on the shroud surface at 20 kHz. The resulting high-frequency data

was studied for its frequency content by a power spectral density (PSD) obtained by

means of Welch’s method, which is based on the periodogram estimate and a strate-

gic use of windowing functions. The PSD is an estimate of the power carried by the

pressure wave per unit frequency. Figure 3.24 shows the PSD estimate at six NPR’s

for cold core flow run of the nozzle. The PSD of all three Kulite pressure transducers

at the corresponding NPR is shown in the same plot. The positions of the Kulite

on the shroud were discussed with reference to Fig. 3.4. Briefly, Kulite 01 is located

at x/Lplug = 0.18 and Kulite 02 and 03 are located at the same axial location of

x/Lplug = 0.4. Kulite 02 and 03 are, however, separated azimuthally by 90◦.

A most important parameter in understanding the meaning of the Kulite signal is

an assessment of whether they are upstream or downstream of the shock location on

the shroud. The location will determine if the Kulite will experience the unsteadiness

observed in recirculation zones downstream of the shock location. For the NPR’s

shown in Fig. 3.24, the shock location relative to the Kulite locations is shown in

Fig. 3.25. The nozzle schematic normalized by the plug length is shown as a schematic.

The black diamond indicates the shock location for the NPR it is associated with and

indicated in the figure. The red triangle symbols indicate the position of the Kulites

on the shroud.

For NPR of 1.26 from Fig. 3.25, it is seen that the three Kulites are all down-

stream of the shock in the recirculation zone. Looking at the PSD in Fig. 3.24(a),

we notice that for all three Kulites at NPR of 1.26 the dominant tone occurs at 170

Hz. The same peak frequency for all Kulites indicate that the pressure oscillation is

independent of axial location on shroud. The shock unsteadiness drives a uniform

frequency throughout the nozzle. However, both the downstream Kulites show higher
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(a) NPR = 1.26 (b) NPR = 1.59

(c) NPR = 1.93 (d) NPR = 2.04

(e) NPR = 2.23 (f) NPR = 2.56

Figure 3.24. PSD measured from Kulite data and its variation with NPR.
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power than Kulite 01 as the mean pressure is higher at this location (Fig. 3.18). The

same peak at two tangential locations also confirms the symmetry in the flow with

respect to the spectral content.

For an NPR of 1.59 the dominant spectral frequency has shifted to 200 Hz for all

three Kulites as seen in Fig. 3.24(b). The magnitude of the power spectral density

in the case of Kulite 01 is again lower than those of Kulite 02 and 03 which are

downstream of Kulite 01. In this case Kulite 01 is at the shock leg where the mean

pressure is lower than at Kulite 02 and 03 which are in the recirculation zone. Again

the same frequency indicates spatial independence of dominant tone behavior. In

general all three Kulites show similar dominant frequency as long as the shock is

upstream of the Kulite.

Figure 3.25. Relative position of shock location on shroud with respect
to Kulite location as a function of NPR.

At an NPR of 1.93, shown in Fig. 3.24(c) Kulite 01 is upstream of the shock as

seen in Fig. 3.25. It shows no dominant tone as it lies within the boundary layer ahead

of the shock. Kulites 02 and 03 which are downstream of the shock show a dominant

frequency again at 200 Hz similar to the NPR of 1.59. The dominant frequency for

the FSS regime (NPR < 2.0) is found to be a constant at 200 Hz except at NPR

of 1.26. Also, the magnitudes of the power spectra for Kulite 02 and 03 are equal
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indicating the flow is tangentially symmetric at low NPRs, thus giving further weight

to using axisymmetric computations. A single dominant frequency in the recirculation

zone for the FSS regime also suggests the presence of a single mechanism driving the

pressure oscillation in the plug nozzle.

For an NPR of 2.04 (Fig. 3.24(d)) the shock has moved almost to the location of

Kulite 02 and 03 . In this case again Kulite 01 is upstream of the shock as seen in

Fig. 3.25 and the dominant frequency component has shiftes above 300 Hz. Unlike at

low NPRs, the power of Kulite 02 is higher than that of Kulite 03, which indicating

a possible asymmetry at this NPR.

Similar behavior is seen at an NPR of 2.23 in Fig. 3.24(e) where the shock is even

closer, but still upstream of Kulite 02 and 03. As noted earlier in the discussion on

static pressure distributions starting from NPRs of 2.0 the boundary layer on the

nozzle wall transitions from being fully separated (FSS) to reattached (RSS) in the

NPR range range of 2.0 and 2.25 and the flow is observed to be asymmetric (Fig. 3.15

and Fig. 3.21) in this transition regime. A part of the plug can exhibit RSS while the

rest of the plug is in the FSS regime.

The last PSD of Fig. 3.24 is at an NPR of 2.56 and exhibits considerable energy

content but no peak frequency. At this NPR the nozzle has transitioned into the RSS

regime. Literature [82] suggests that RSS regime exhibts a dominant frequency due to

shock unsteadiness. However, as the the shock has moved downstream of the Kulites

as seen in Fig. 3.25, the Kulites are unable to capture the spectral content. Thus, the

dominant frequency cannot be obtained for the RSS regime from the available probe

locations. The dominant frequency trend is summarized in Fig. 3.26 as a function of

nozzle operation condition. It is clear from the plot that except at the lowest NPR

(1.26), the frequency remains constant for NPR’s less than 2.0 and increases gradually

as the nozzle transitions into the RSS regime starting at an NPR of 2.0.
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Figure 3.26. Kulite frequency variation with NPR.

3.5.2 Axisymmetric Unsteady Analysis

In many unsteady flows the dominant frequency in the flowfield can be associated

with a time or length scale determined by the operating condition or geometry. In

shock dominated flows, however, it is not clear which characteristic length and time

scales are to be used [82]; [38]; [39]. The plug nozzle frequency analysis data showed

a dominant frequency of 200 Hz for NPR’s below 2.0 except at NPR 1.26. The

constant frequency suggests that independent of the operating condition a common

source drives the pressure oscillation in the plug nozzle. Therefore, it is reasonable

to study a single operating condition to understand the unsteady flow physics in this

constant frequency regime. In this section we analyze a single NPR of 1.59 to assess

the ability of unsteady axisymmetric computations to predict pressure oscillations

on the nozzle wall. The case of NPR 1.26 is also considered due to the difference

in observed Kulite frequency from the higher NPR’s. The unsteady computations

performed here help to get an initial estimate which forms a basis for full unsteady

3-D computations. This will help in assessing the usefulness of the axisymmetric

representation.
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The unsteady computations in this section are done on the same axisymmetric

grid used for steady computations described with reference to Fig. 3.5. The precon-

ditioned dual-time stepping algorithm is adopted with the inviscid and viscous fluxes

constructed as discussed in Chapter 2 of this thesis. The preconditioning matrix em-

ployed is particularly suited for low Mach number flow like separation regions[REF].

The k − ω model is employed in the hybrid RANS/LES mode by using a turbulent

length scale switch to allow turbulent structures larger than the grid to be resolved.

The boundary conditions are the same as those employed in steady computations.

The inlet boundary conditions are set to the measured stagnation conditions both

at the core and bypass stream inlets. An upstream steady turbulence intensity of

10% is prescribed at the core and bypass flow inlets. The inlet turbulent dissipation

is specified such that the turbulence intensity drops by 10% over the length of the

nozzle.

The unsteady computations are performed with the initial condition set to am-

bient. The use of physically relevant initial conditions helps in understanding the

transient evolution of the flow. As shown in the following discussion, the time history

of the flow can be used to decide when flow statistics can be obtained. The flow statis-

tics collected from the computations can then be compared and used in conjunction

with available data to study unsteadiness in the flow field. The time-averaged results

of unsteady computations allow direct comparison of flow field with steady pressure

data.

The unsteady computations in the dual-time context are performed with an outer

physical time step and inner pseudo iterations within each physical time. The CFL

of the inner iterations based on acoustics is set to 1.0. Numerical experiments with

5 and 15 inner iterations did not show any significant differences in solution. Hence,

the inner iteration count is set to five which caused the inner iteration residual to

drop by two orders of magnitude. Based on considerations of solution accuracy and

computational time this was considered sufficient. The physical time step is set to 1µs
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to resolve pertinent time scales and is clearly sufficient to resolve 200 Hz oscillations

seen in experiments.

The unsteady computations proceed through an initial transient during which the

shock in the diverging portion of the flow is established. Following this transient, the

shock should stabilize about a mean position in the diverging section around which

it oscillates driving pressure oscillations on the plug and shroud walls.

In order to visualize the entire unsteady computation we can rely on representing

a flow quantity at a given spatial location as a function of time using a space-time

contour plot. The space time plot is obtained by taking the pressure data along a

line in the axial direction, for example the plug wall, and plotting its response with

respect to time. This helps to summarize important parameters of the unsteady

computations in a single plot. The locations covered by these plots depend upon the

feature of interest. In the present case the pressure variation on the plug and shroud

walls along with the mean flow are of interest for understanding the unsteadiness

related to the shock oscillations in the diverging section. In Fig. 3.27 the locations

over which the space time plots are made is shown. The location on the plug and

shroud are denoted by PP ′ and SS ′ and extend from the throat to the end of the

shroud and to the plug tip respectively. In order to understand variations in the

middle of the flow path an additional mid-plane section, denoted by MM ′ in the

schematic is also considered. The mid-plane section passes through the center of the

throat and extends from the throat to the plug tip at constant radius.

Figure 3.28 shows the space-time pressure contours on the plug(left) and shroud

(right) walls as a function of time for the NPR = 1.59 case. The plots clearly demon-

strate the the flow in the divergent section is unsteady. The plots help discern several

flow features in the nozzle section. The darker colors correspond to regions of low

pressure while the lighter colors correspond to high pressure. Starting at the lower left

of the plug plot (Fig. 3.28(a) a sudden jump from low to high pressure is seen at an

x/Lplug = 0.3. This change in color is indicative of the shock location. Downstream

of the shock location the pressure is high, upstream it is low. Between this zero
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Figure 3.27. Schematic of locations at which space-time plots are
shown, plug(PP ′), shroud(SS ′) and mid-plane(MM ′).

and approximately 1.5ms this color streak is seen to move upstream(to the right)

ultimately reaching an x/Lplug of 0.1 near the throat. At about 2ms it suddenly

jumps slightly downstream and then again returns towards the throat. Following this

the shock alternately jumps downstream at an x/Lplug of 0.2 before again moving

upstream in a quasi-periodic fashion. The time interval between 0 and 220ms corre-

sponds to a starting transient while that beyond 220ms represents a nearly stationary

periodic oscillation. A similar pattern is seen in the pressure contour of the shroud

(Fig. 3.28(b)), except that the shock is further downstream of the throat, varying

from an x/Lplug of 0.1 to 0.3. The lower portion of the plots show the initial transient

which lasts for about 220ms as is documented later. Most dominant feature is the

shock unsteadiness in the diverging section. The shock motion follows a saw-tooth like

pattern at a low frequency. The shock is demarcated by a strong change in pressure in

the plots. The shock oscillation amplitude predicted by axisymmetric computations

appears to be large and is more than 10% at some instants in time.

The streaks in the space-time plot are indicative of acoustic waves propagating

along the shroud and plug walls. Streaks with a positive slope correspond to waves

moving in the downstream direction while streaks with a negative slope correspond to

acoustic waves moving in the upstream direction. On the plug we can observe acoustic

signals generated at the shock foot propagating in the downstream direction. Most
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Figure 3.28. Space time plot of pressure on the plug(left) and
shroud(right) of the nozzle at NPR of 1.59.

of the pressure disturbance on the shroud propagate in the upstream direction and

appear to originate at the nozzle exit. Note that these waves are traveling faster than

the downstream propagating ones.

Figure 3.29 shows the space-time plot at a constant radius location in the mid-

plane section,MM ′ of the nozzle. In the mid-plane space-time plot the acoustic

disturbances propagate in both directions. Again the origin for upstream and down-

stream propagating waves appears to be the nozzle exit. These disturbances have been

observed earlier in experimental work related to transonic diffuser channels [25]; [22].
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Figure 3.29. Space time plot of pressure oscillation at mid-plane of the nozzle.

In Fig. 3.30 the variation of the pressure is shown at different axial locations on

the shroud and plug wall. The locations shown on the shroud wall coincide with

the location of the Kulites in the experimental nozzle. All the plots have been start

from the beginning of the computation and the transient portion is demarcated by a

vertical line and letter ’T’. In all locations the pressure signal appears to be unsteady.

The initial transient shows two large amplitude oscillations in pressure which last

for about 10ms in Fig. 3.30(e). In order to reduce the effect of the transient on

the statistics obtained the transient is considered after a period of 10ms from this

point. The plots at location x/Lplug = 0.18 on the plug show three instants of drastic

pressure drop (35ms, 45ms and 50ms) when the shock moves past these locations and

creates supersonic conditions. Otherwise this location lies in the separated regime.

These instants are associated with the largest shock motion amplitude also seen in

Fig. 3.28(a). The same holds for the shroud location but in this case the shock
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moves downstream more frequently. All other locations show an oscillatory pressure

response typical of nozzles.

The spectral content from the location at x/Lplug = 0.18 on the plug and the

shroud are studied using a periodogram estimate and are shown in Fig. 3.31. Both

the figures show a peak frequency of 60Hz compared to Kulite frequency of 200Hz.

The peak frequency, though different from the measured value, points to an impor-

tant conclusion, that the disturbances on the shroud and plug have the same peak

frequency. This helps in extending the Kulite frequency observed on the shroud to

the plug also. It is to be reminded that the Kulite data was available only on the

shroud and not the plug.

To allow for a direct comparison to data we present the time averaged solutions

of unsteady computations in Fig. 3.32 and Fig. 3.33. Both the figures are obtained

after averaging for a period of 64 ms. In Fig. 3.32 the schlieren from steady com-

putations is shown in the bottom half while the time averaged solution is shown in

the upper half. The time averaged computations exhibit all the salient features of

steady computations. The supersonic region near the throat and expansion fan are

present. The shear layers appear thicker due to the large resolved eddies in unsteady

computations. The shock in unsteady computations is weaker than that in steady

computations. The recirculation zone appears larger in unsteady computations due

to its dynamic nature. In unsteady computations the constant recirculation zone of

the steady computations is replaced by a vortex shedding pattern. The recircula-

tion zone is therefore of varying size. Also seen at the exit is a weak disturbance

of considerable thickness. This weak shock is in fact the shocklets that are formed

in the mean flow at the exit. As described earlier the recirculation zone provides a

natural converging passage which causes the appearance of the shocklets. The steady

pressure distribution in Fig. 3.33 shows that the shock location is predicted close to

the data for the plug but the recirculation zone pressure is not recovered accurately

on the plug and the shroud. This may be due to the axisymmetric assumption in the

computation. Though the steady flow is axisymmetric as predicted and matched by
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Figure 3.30. Pressure oscillations on the plug and shroud for NPR of
1.59 at locations indicated on the plot.
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Figure 3.31. PSD estimate for location x/Lplug = 0.18 for the
plug(left) and shroud(right) taken from the duration 22ms to 86ms
showing a peak at 60 Hz.

steady computations with data, the unsteady flow in the separation region may not be

axisymmetric. As shown later, the predictions improve considerably for the NPR of

1.59 case when the axisymmetric assumption is dropped. This 3-D unsteady analysis

may help explain why the predicted frequency and the static pressure distribution on

the plug and shroud are not close to data.

Figure 3.32. Time averaged schlieren from unsteady computations
(top half) compared to steady computations (bottom half).
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Figure 3.33. Time averaged pressure from unsteady computations
compared to steady computations and data for NPR of 1.59.

As an additional case, the axisymmetric computations are considered at NPR of

1.26. Kulite data suggested that NPR of 1.26 showed a lower frequency of 170Hz

and might merit additional analysis. The solution is set up as described previously

in the context of NPR of 1.59 except that the cold flow inlet stagnations conditions

correspond to NPR of 1.26. The computations begin with a transient following which

the flow is established in the diverging section. In Fig. 3.34 the space time contour

plot for the pressure variation on the plug (PP ′) and shroud (SS ′) are shown. The

unsteadiness in the case of NPR of 1.26 appears to be periodic in contrast to NPR of

1.59. The shock motion, demarcated by strong pressure rise, is seen both on the plug

as well as the shroud surface. The acoustics on the plug and shroud are similar to

the case of NPR of 1.59. On the plug the disturbances propagate in the downstream

direction whereas on the shroud they appear to propagate in the upstream direction.

The variation of pressure on the plug and shroud surface is shown in Fig. 3.35 for

different locations as indicated on the plots. In all the plots the transient is seen to

exist for the first 11ms of the computation. This zone is demarcated by a vertical

line and indicated by the letter ’T’. All the plots shown reflect the periodic nature of
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Figure 3.34. Space time plot of pressure on the plug(left) and
shroud(right) of the nozzle at NPR of 1.26.

the flow which was seen in Fig. 3.34. The pressure at the locations x/Lplug = 0.18

which is close to the shock location drops when the shock moves upstream of this

location and shows low frequency oscillations till the shock moves downstream. The

other location shows a rise in pressure when the recirculation zone on the plug wall is

shed. Figure 3.36 shows the PSD estimate at the location x/Lplug = 0.18 on the plug

and the shroud. This PSD estimate was obtained by sampling the data at 10000Hz

for period from 11ms to 80ms. In both cases a peak frequency of 110Hz is seen which

is closer to the Kulite frequency of 170Hz.
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Figure 3.35. Pressure oscillations on the plug and shroud for NPR of
1.26 at different locations.

In Fig. 3.37 and Fig. 3.38 the time averaged schlieren and pressure distribution

on the plug are shown. The time averaging has been performed for a period of
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Figure 3.36. NPR=1.26,PSD estimate for location x/Lplug = 0.18
for the plug(left) and shroud(right) taken from the duration 11ms to
80ms showing a peak at 110 Hz.

69ms after the transient. The schlieren shows a weaker shock compared to the steady

result due to shock oscillations in the diverging section. The separation region appears

to be larger in size compared to the steady computations. The predicted pressure

from time-averaged computations matches closely with data and steady computations

both on the plug and the shroud surface. Thus, it appears that the assumption of

axisymmetric flow holds at this NPR, which is validated when we look at 3-D unsteady

analyses.

3.6 Three-Dimensional Computations

The axisymmetric computations along with the experimental data helped in shed-

ding light on the separation pattern observed in shrouded plug nozzles. The axisym-

metric computations proved to be sufficient for the major part of the NPR spectrum

except in the transition regime from FSS to RSS. This occurred after an NPR of

2.0 and below 2.25 according to the data. The three-dimensional computations will

ascertain whether axisymmetric computations are sufficient to predict shrouded plug

nozzle flowfields at least in the regime where the flow is axisymmetric. A compari-
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Figure 3.37. Time averaged schlieren from unsteady computations
(top half) compared to steady computations (bottom half).

Figure 3.38. Time averaged pressure from unsteady computations
compared to steady computations and data for NPR of 1.26.

son of three dimensional computations with axisymmetric computations might give

insights into the modeling of flows with strong shock physics.
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Accordingly, this section focuses on three-dimensional computations of the shrouded

plug nozzle concept. The section begins with a description of the computational do-

main and boundary conditions employed followed by a discussion of the computational

results. Again, extensive use of measured data is used to ascertain the accuracy of the

computations. During the discussion focus is shown in comparison of the 3-D result

to the axisymmetric case. Mainly with a view to understand if the axisymmetric

assumption is sufficient for studying this flowfields. For cases where deviations from

axisymmetry occurs further analysis is carried out.

3.6.1 Computational Domain and Boundary Conditions

The computational domain consists of the two flow streams (core and bypass) as

well as an ambient grid field. The ambient grid for the three-dimensional computa-

tions is similar in extent to that of the axisymmetric computational domain. The

computational domain extends four nozzle throat diameters laterally to the shroud

and six nozzle throat diameters in the axial direction aft of the plug tip.

For 3-D computations two grids were employed considering the duration for un-

steady computations. The grid on which axisymmetric computations were performed

is capable of resolving the shock structure and the pressure distribution on the plug.

The axisymmetric grid had 79000 cells in the entire domain. The 3-D dimensional

counterpart of the axisymmetric grid obtained by revolving the axisymmetric grid

about the axis using a total of 80 azimuthal planes will have more than 6 million

cells. Accordingly, two grids are used: one which will retain the resolution of the

axisymmetric grid in the entire nozzle section and a coarser grid without sacrificing

the resolution in the diverging section and the boundary layer.

The plug nozzle geometry poses a particular difficulty in generating a grid com-

pared to the axisymmetric case. The tip of the plug converges to a point at the

end and poses a singularity for laying a cartesian or cylindrical grid. The grid for the

three-dimensional computations, therefore differed from that of the axisymmetric grid
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Table 3.1 Comparison of two 3-D grids.

Feature Grid 1 Grid 2

Nozzle 264×70×80 340×130×80

Ambient 73×90×80 73×140×80

Diverging section 150×70 200×130

∆y 7E − 6 ·Dt 7E − 6 ·Dt

No. of cells ≈ 2,050,000 ≈ 4,600,000

only in the treatment of the centerline. In practice a plug tip will have a finite base,

in a similar fashion a negligible portion (< 0.1%) of the plug tip was clipped to leave

it with a small bluntness. As mentioned two grids were generated for the plug nozzle

geometry with the clipped plug tip. Table 4.1 contrasts the two grids. In the table

the grid resolution for the nozzle (inlet to plug tip), ambient and diverging section are

provided. Grid 1 is about half the size of grid 2 and is generated without significant

differences in handling axial and boundary layer resolution in the diverging section.

A total of 80 tangential planes were used based on two competing considerations of

overall grid size and the requirement that the aspect ratio (∆x/R∆θ) of grids close to

the plug tip is not greater than 100. The first gird point from the wall lies such that

the y+ < 1 with enough grid points for boundary layer resolution. The entire grid is

constructed of hexahedral elements. A C-grid wraps around both the plug and the

shroud for the boundary layer while the rest of the domain is made up of an H-grid.

The grid for the centerline is obtained by laying hexahedral elements from the plug

base to the domain farfield.

The grid for 3-D computations is shown in Figs. 4.36 and 4.37. In the first figure

the quarter grid in the computational domain is shown. Also, shown is the multi-

block topology of the grid in order to show in some detail the mechanics of the

grid. Each of the blocks is made up of a cartesian grid consisting of hexahedral

elements. The grid generation is done efficiently by working with a quarter of the
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domain. Figure 4.37 shows the grid within the nozzle section without the exterior

grid to give some detail within the converging-diverging section of the plug nozzle.

Also, shown in the figure is the detail of how the centerline grid extends from the

plug base. In Fig. 3.40(b) the plug surface is shown on the left while the multi-block

cartesian topology which replaces the centerline singularity is shown on the right.

This centerline block extends all the way to the outlet. The above treatment for the

computational domain is similar for both grid 1 and 2. The difference between both

grids occurs only in the longitudinal section as seen in Table 4.1. The grid in the

diverging section for grid 1 and grid 2 is compared in Fig. 3.41.

Similar to the axisymmetric computations, total pressure and cold flow total tem-

perature boundary conditions are specified at the inlet, the walls are treated as adi-

abatic no slip walls. All the boundaries away from the nozzle are treated as farfield

conditions. As the experiments are performed at static sea level conditions the farfield

boundaries correspond to sea level static. This allows a direct comparison of the

three-dimensional predictions with the experimental data.

3.7 Three-Dimensional Steady Analysis

In this section we discuss the steady three-dimensional computations and com-

pare them with the axisymmetric computations. The results in the previous section

suggested that the axisymmetric assumption holds reasonably well for plug nozzle

flowfields for all NPR’s except those in the transition regime. As the axisymmetric

computations were able to identify the shock physics we restrict our comparisons

to pressure distributions. The shock structure will follow once the static pressure

distributions match. The 3-D computations will further help in understanding the

asymmetry in plug nozzle flowfields.

The convergence characteristic of the steady RANS computations is shown in

Fig. 3.42 for grid 1. Similar convergence was obtained for grid 2. The cell limiter

active in the vicinity of the shock deteriorates the convergence at all NPR’s. The
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(a) Quarter grid of the nozzle

(b) Multi-block topology of quarter grid

Figure 3.39. Quarter grid for three dimensional computations.

convergence improves as the separated region decreases in the flowfield with increasing

NPR with the highest NPR in the plot showing 5 orders of drop in residual. At low

NPR of 1.26 due to the large recirculation zone on the plug wall, the computations
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(a) Quarter grid detail in the nozzle section without ex-

terior grid

(b) Detail of topology near the plug tip

Figure 3.40. Quarter grid for three dimensional computations.

show periodic convergence to about two orders of magnitude, an indication that the

flow is probably unsteady. In contrast to axisymmetric computations a larger number

of cells are in the recirculation zone for 3-D computations which is inherently unsteady

and prevents uniform convergence even at high NPR’s.

Both the 3-D grids, the coarser and the finer grid discussed earlier, are employed.

The coarser grid is referred to as grid 1 has half the number of gridpoints in grid 2.

Grid 2 is derived from the axisymmetric grid. Grid 1 had similar resolution as grid

1 in the boundary layers and in the diverging section of the plug where the shock
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Figure 3.41. Grid in the axial direction in the diverging section com-
pared for grid 1(top) and grid 2(bottom).

Figure 3.42. Convergence of steady 3D computations.

resides. The computations are executed for the same NPR’s that were analyzed in

axisymmetric case. Figure 3.43 shows the static pressure distribution on the plug

and shroud wall for two NPRs: 1.76 in the FSS regime and 3.73 in the RSS regime.

In the plots results from three computations are compared against data - 3-D steady

computation on grids 1 and 2 as well as the axisymmetric steady computation. The

pressure distributions from 3-D computations are taken from four azimuths on the
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plug and the shroud walls and are shown in the same plot in Fig. 3.43. For both

the NPR’s the static pressure distributions from all three computations coincide with

each other and also match closely to the data. This leads to the first conclusion that

the shock location does not vary from grid 1 to 2 in the 3-D computations either

in the FSS and RSS regimes. The 3-D results for both the grids are shown at four

different azimuthal positions which overlap with each other showing that the 3-D

computations also predict the axisymmetric nature of flowfield. In general the same

result was obtained for all the NPR’s that were studied using 3-D analysis on both

grids. The shock location as well as the extent of the separation region are predicted

very well.

Primary differences from axisymmetric computations were observed in the transi-

tion regime from FSS to RSS which is expected to occur between 2.0 and 2.25 based

on experimental data. Figure 3.44 shows the pressure distribution from 3-D com-

putations again compared to axisymmetric computations and data for NPR of 2.04

and 2.11. In both plots the data correspond to the time before the transition occurs

during experimental operation(Fig 3.21) i.e. in the FSS regime.In the case of NPR

of 2.04 grid 2 is able to predict the shock location and separation region both on the

plug and shroud wall and match closely with axisymmetric computations and data.

Grid 1 predicts a completely different pressure distribution than data or axisymmet-

ric computations as well. The case of NPR of 2.11 shows an opposite prediction for

behavior with respect to grid 1 and grid 2. The predictions from grid 1 are closer to

the data than grid 2. Also, in all the plots the pressure distributions from all four

azimuth locations mentioned earlier are shown. Clearly, all the four locations collapse

to single line for both grids. Thus, 3-D computations also predict axisymmetric flow

for the transition regime. It is not entirely clear why a grid change results in differ-

ent shock predictions. Separation zones are observed to have the property precessing

while shedding continuously. The asymmetric nature of the plug flow in the hysteresis

regime changes the separation region in the azimuthal direction. Thus, as the separa-

tion region precesses about the plug the static pressure taps exhibit different regimes
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(a) NPR=1.76, plug (b) NPR=1.76, shroud

(c) NPR=3.73, plug (d) NPR=3.73, shroud

Figure 3.43. Static pressure distribution from 3-D computations on
grid 1 and 2 compared to axisymmetric computations and data at
NPR of 1.76(FSS) and 3.73(RSS).

at different time instants. The static pressure taps located at three azimuths on the

shroud and plug may not be sensitive to this precession of the separation region. This

is a likely reason why static pressure distributions do not match.
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(a) NPR=2.04, plug (b) NPR=2.04, shroud

(c) NPR=2.11, plug (d) NPR=2.11, shroud

Figure 3.44. Static pressure distribution from 3-D computations on
grid 1 and 2 compared to axisymmetric computations and data.

3.8 Three-Dimensional Unsteady Analysis

The unsteady axisymmetric computations showed unsteady shock motion in the

diverging portion of the nozzle as one of the important unsteady characteristic of

the plug flowfield. The DES model employed in axisymmetric computations showed

large amplitudes shock oscillations but fell short of predicting the pressure oscillation
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frequency. However, it was able to lay the basis for a preliminary unsteady analysis

that shed light on the nozzle acoustics. In this section we contrast 3-D unsteady

computations with axisymmetric computations and evaluate their accuracy in pre-

dicting nozzle flow physics. The experimental Kulite frequencies showed a frequency

around 200 Hz in the FSS regime for NPR’s below 2.0. At NPR of 1.26, however,

a reduced frequency of 170 Hz was observed. We adopt a similar approach to the

axisymmetric unsteady computations and focus our attention on the NPR of 1.59 for

which data are available. Also, NPR case of 1.26 is also studied using the unsteady

3-D computations to explore any differences from higher NPR’s.

The unsteady computations presented in this section are performed on grid 1

used for steady computations. As pointed earlier, this grid is coarser in a tangential

plane than the grid used for axisymmetric computations. The pressure distribution

predicted on the plug and the shroud are close to measured data for both NPR of

1.26 and 1.59 as seen in the earlier section. The details of the grid and its contrast

to the axisymmetric grid are discussed in conjunction with Fig. 3.41. Again, the

preconditioned dual-time stepping algorithm is adopted with the inviscid and viscous

fluxes constructed as discussed in CHAPTER 2. The k − ω model is employed in

the hybrid RANS/LES mode by using a turbulent length scale switch to allow larger

than grid turbulent structures to be resolved. Similar to the steady computations,

the inlet boundary conditions are set to the measured cold flow stagnation conditions

both at the core and bypass stream inlets. A constant upstream turbulence intensity

of 10% is prescribed at the core and bypass flow inlets. The inlet turbulent dissipation

is specified such that the turbulence intensity drops by 10% over the length of the

nozzle.

As in the case of axisymmetric unsteady computations, the physical time step is

set to 1µs which is adequate for resolving the 200 Hz tone observed in the Kulite

data and for computing turbulent fluctuations in the flow associated with larger

time scales. The inner pseudo iteration count is set to 5 which resulted in the inner

iteration residual dropping by two orders of magnitude. The inner CFL number based
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on the acoustic eigenvalue of the cell is set to 1.0 using the minimum length of the

computational cell.

The progress of the solution is monitored as the flow evolves into quasi periodic

oscillations. Following this transient, statistics are collected at 10000 Hz frequency

to analyze the frequency content for both the NPR’s considered here.

3.8.1 Unsteady Results at NPR = 1.59

At an NPR of 1.59 the steady computations were able to predict the shock location

accurately and the length of the separation region. Both the steady calculations and

the experimental data indicated that the boundary layer on the plug at this NPR

case is fully separated as it lies in the FSS regime. The unsteady axisymmetric

simulations indicate that the recirculation zone following the shock is unsteady and

its dynamics appears to decide the shock motion in the diverging section of the

plug. The oscillatory convergence behavior of the steady computations (Fig. 3.42)

also suggests the presence of unsteadiness of the flowfield. The following discussion

highlights the salient features of the unsteady 3-D computations and the unsteady

flowfield.

The initial condition for the unsteady computations again start from uniform

quiescent conditions with ambient pressure in the entire domain but with specified

stagnation pressure at the upstream boundaries for the core and bypass flow. Upon

initiation, this stagnation pressure induces a precursor shock wave that sets the flow

in motion in much the manner of a shock tube. The unsteady computations then

proceed through a transient period before eventually reaching stationary conditions.

Following this transient the mean behavior of the shock physics can be understood.

This initial transient is first documented by a series of schlieren contours from begin-

ning of computation and continuing until initial stationary conditions are approached.

Six instantaneous computational schlieren on one tangential plane of the plug

are given in Fig. 3.45 to depict the transient behavior. Both the upper and lower
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halves of the nozzle diverging section are shown to showm the shock motion. The

first instant shown at a time of 1 ms clearly shows a normal shock in the diverging

section. This is the normal shock formed at the inlet from the stagnation boundary

conditions and ambient initial pressure. This shock traverses the entire nozzle di-

verging section before finally exiting. The second snapshot at time 2 ms depicts this

condition just after the shock has passed out of the diverging section. Once outside

the nozzle, the normal shock weakens in strength and is dissipated before it reaches

the farfield boundary. Following this initial shock the nozzle remains unchoked for

approximately 2 ms. At about 5ms a weak shock forms in the divergent section as

seen in Fig. 3.45(c). At this instant, the nozzle walls are devoid of any separation

regions. As time progresses, this normal shock moves upstream and establishes at a

position determined by the mean flow in the nozzle. In the process it goes through

a regular reflection as seen in Fig. 3.45(d) at t = 5ms. Note that the boundary layer

behind the shock at this instant has separated and an expansion shock has formed at

the throat indicating that the mean flow upstream of the shock has been established.

The instantaneous schlieren at 7.5 ms shows that the separation region on the plug

has grown considerably and the shock moved much further upstream. The shock lo-

cation and the size of the recirculation zone appear to be strongly correlated. Also,

note the appearance of shocklets close to the exit in the mean flow in Fig. 3.45(e)

between the separated boundary layer and the shroud. The recirculation zone pro-

vides a natural converging diverging passage aft of the shock allowing the mean flow

to go supersonic again, thus resulting in the shocklets seen at the exit. As the re-

circulation region is shed from the plug wall the shock moves downstream again as

seen in Fig. 3.45(f) at t=8.8ms. Following this the shock again returns to the up-

stream position and the process is repeated. Note that the flow appears to be nearly

axisymmetric throughout the initial part of the starting transient.

The same transient behavior can be more concisely shown by space-time plot of

pressure in the nozzle. The space-time plot allows the entire transient process plus

stationary condition to be depicted in a single picture. Figure 3.46 below shows
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Figure 3.45. Instantaneous schlieren from unsteady computations in
a tangential plane depicting the initial transient. Six instants starting
at time - a) 1ms, b)2ms, c)3ms, d)5ms, e) 7.5ms and f)8.8ms into the
unsteady computation are shown.

the three locations for which the space-time plots are constructed. The line PP ′

is along the plug wall, line MM ′ is at a constant radial location passing through

the center of the nozzle while SS ′ is along the inner wall of the shroud. The plots

for the plug line, PP ′, and nozzle mid-plane line, MM ′ start from the converging

section (x/Lplug = −0.2) pass through the throat (x/Lplug = 0) and extend to the
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plug tip (x/Lplug = 1.0). The space-time plot for the shroud, SS ′, also starts from

x/Lplug = −0.2 but ends at the shroud tip.

Figure 3.46. Location reference for plug (PP’), mid-plane (MM’) and shroud (SS’).

The space-time plot for the mid-plane section MM ′ is given in Fig. 3.47. The

black end of the grayscale corresponds to low pressure while the white depicts high

pressure. A strong contrast in shade therefore implies a discontinuity(shock wave) in

the flow. The time instants at which instantaneous schlieren given in Fig. 3.45 are

also marked on the space-time plot for reference. At time zero, the entire nozzle is

at ambient pressure and the first disturbance comes from the starting shock which is

seen at the bottom of Fig. 3.47. This normal shock sweeps through the nozzle section

at approximately constant speed as seen by the light to dark transition that crosses

t=1ms (line - a) at about x/Lplug of 0.6. This shock is marked by a yellow arrow.

Following this shock the throat remains unchoked for a period of time(Fig. 3.45(b)).

A shock then forms almost midway through the diverging section at about 5ms as

shown in Fig. 3.45(c). The shock can be discerned from the contour by noting the

region with the strongest change in shade (black to white). The shock instantly moves

forward then backward undergoing three oscillations of large amplitude between 5 and

14ms and then slowly moves momentarily towards the throat until t=22ms signifying

the end of the starting transient.

The results of the initial transient are combined with dynamics in the stationary

region in the space-time plot of Fig. 3.48 which is from 0 to 90ms. According to the lo-

cations marked in schematic of Fig. 3.46, Fig. 3.48 shows plots of pressure on the plug,
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Figure 3.47. Space time plot at MM ′ location in the plug depicting
the transient process and the shock movement. The red lines indicate
the time instants at which schlieren images in Fig. 3.45.

shroud and mid-plane for a single azimuth. From these plots it is seen that stationary

conditions are reached around 22ms after flow start-up. The approximate extent of

the transient is marked in the contour plot of the mid-plane. The most prominent

flow feature in all the plots is the shock oscillation demarcated by the sharp change

in color which is especially precise at the mid-plane. Clearly, three-dimensional un-

steady computations do not exhibit the violent oscillations observed in axisymmetric

unsteady computations (contrast with Fig. 3.28). The shock amplitude is restricted

to approximately 8% of the plug length as compared to axisymmetric computations

which showed an amplitude of about 15%. Analyses at different azimuthal positions

leads to similar conclusions on shock amplitude.
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A strong correlation is observed between the shock movement on the plug, center-

line and the shroud indicating the shock front at an azimuthal location moves as one

entity with minor radial variations (The sectional views of the plug nozzle confirming

this are shown later in Fig. 3.51). It is therefore implied that the pressure oscillation

that is driven by shock motion is the same on the plug and shroud. This is important

in the extending the analysis of experiments in which pressure was measured on the

shroud alone.

The spatial and temporal depiction of the contours of pressure in Fig. 3.48 also

allow us to understand the acoustics of the plug nozzle. The space-time plots in the

nozzle diverging section clearly exhibits streaks in the region after the shock. These

streaks give a sense of direction of propagation of acoustic waves according to the

slope of lines. As in axisymmetric unsteady computations we can observe acoustic

signals generated at the shock foot propagating in the downstream direction on the

plug. The shroud exhibits upstream propagating pressure disturbances which seem

to originate at the nozzle exit. The mid-plane space-time plot shows disturbances

propagating in both directions which have been marked as ’UA’ and ’DA’ denot-

ing upstream propagating acoustics and downstream propagating acoustics. These

disturbances have been discussed earlier in experimental work related to transonic

diffuser channels [25] shown in Fig. 1.4. Thus, the computations appear to predict

the correct phenomenon. The acoustic waves generated at the nozzle exit seem to be

forming due to the dynamic separation region on the plug wall. As the separation

region grows it accelerates the mean flow aft of the shock and between the shroud

wall and the shear layer. The flow aft of the shock can reach transonic Mach num-

bers close to the shroud exit as it passes through this converging portion resulting in

the formation of weak discontinuities. These discontinuities propagate upstream and

dissipate as they get closer to the shock. Analysis of the entire azimuth of the plug

leads to the same conclusions as above for the acoustics.
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The pressure space-time contour plot in Fig. 3.48 provide some understanding

of the mechanics of the shock motion and acoustics in the nozzle. In Fig. 3.49 the

variations of pressure on the plug and shroud are shown from the beginning of the

computation for five locations. The two locations on the shroud, x/Lplug = 0.18 and

0.4 shown in the plots coincide with the position of the Kulites on the shroud. Along

with these two positions a downstream location of x/Lplug = 0.8 is also shown for

the plug. The location of 0.18 is close to the shock on the shroud while the other

location is in the boundary layer. In the case of the plug all three locations are in the

recirculation zone. The approximate duration of initial transient has been marked

on each plot by the letter ’T’. The initial transient clearly shows strong pressure

oscillations due to shock sweeping through the nozzle section before the stationary

flow is set up at 220ms as discussed earlier with reference to Fig. 3.45. The top plot

in Fig. 3.45 which corresponds to the location, x/Lplug = 0.18 which is near the shock

exhibits a low amplitude fluctuation compared to the location x/Lplug = 0.8 which is

close to the plug tip. The locations within the recirculation region on the plug exhibit

a low and high frequency. The spectral content of the pressure oscillations in shown

in Fig. 3.50. The PSD estimate has been generated by collecting statistics at 10000Hz

sampling frequency over a period of 80ms after the transient. All plots show a peak

at 150 Hz compared to the Kulite frequency of 200 Hz and unsteady axisymmetric

frequency of 60Hz. An additional high frequency appears around 800Hz for the plug

and shroud in the separation region. A similar analysis at other azimuthal locations

found the spectral content to be independent of azimuthal location similar to the

Kulite data.

The spectral content at other azimuthal locations showed similar peak frequencies.

The instantaneous flowfield, however, may vary from one tangential plane to the other.

The flow picture in the diverging section is shown in Fig. 3.51 at four time instants

at the same tangential plane. The time instants fall within one period of the Kulite

frequency of 200Hz, thus giving the flow picture over one cycle. The contour plots

are schlieren images at equal intervals of 2ms starting at 330ms into the unsteady



www.manaraa.com

138

Figure 3.49. Pressure oscillations on the plug and shroud for NPR of
1.59 at the locations indicated on the plug.
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(a) Plug, x/Lplug = 0.18 (b) Plug, x/Lplug = 0.4

(c) Shroud, x/Lplug = 0.18 (d) Shroud, x/Lplug = 0.4

Figure 3.50. Power Spectral density at two locations on plug and
shroud for NPR of 1.59.

computation. Comparing the four schlieren images we note that the shock location

has not changed significantly. The shock motion occurs at much lower frequency

than the pressure oscillation on the plug. Also marked as ’SL’ in the plots is the

weak upstream propagating acoustic wave. It is seen that the disturbance propagates

upstream as time progresses, thus giving a visual confirmation to what has already

been observed in the space time plot. Note the asymmetry in the plots from the top

half to bottom half which are separated by 180◦ in the recirculation zone.

The asymmetry in the tangential direction is particularly strong in the behavior

of the recirculation zone on the plug wall. This asymmetry is confirmed by looking
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Figure 3.51. Instantaneous schlieren from unsteady computations in
a plane. Four instants starting at time, τ are shown - a)τ , b)τ+2ms,
c)τ+4ms, d)t = τ+6ms.

at the pressure distribution on the plug and shroud at four different azimuths, in

Figs. 3.52 and Fig. 3.53. The azimuthal positions are at 0◦, 90◦, 180◦ and 270◦ an

offset of 90◦ to each other. The pressure distribution from the four azimuthal locations

is also compared to the pressure distribution from steady 3-D computations which

has been compared against experimental data. The steady 3-D computation which

predicted axisymmetric pressure distribution is shown by dotted lines in the plots.

The unsteady computations depict strong asymmetry particularly in the separation

region. Also, the shock location seems to vary in the tangential direction both on the

plug and shroud by a few percent from the mean position seen particularly in the

t = τ+6ms plot. The 3-D unsteady computations predict a variation in the azimuthal

direction which cannot be distinguished using axisymmetric unsteady computations.
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Figure 3.52. Instantaneous pressure distribution(solid) on the plug at
four azimuthal locations compared to steady pressure(dotted). Four
instants for a frequency of 150 Hz starting at time, τ are shown - a)τ ,
b)τ+2ms, c)τ+4ms, d)t = τ+6ms.

The data from static pressure probes in the experiments at the three azimuthal

locations on the plug as well as the shroud showed that the flow is axisymmetric. The

3-D steady computations also gave the same result. The pressure probes, however,

are slow response instruments that give time averaged pressure so it is appropriate to

compare the time averaged results from the unsteady computations with experiments.

The unsteady computations are averaged over a period of 80ms which corresponds

to about 16 cycles of the peak Kulite frequency of 200 Hz and shown in Fig. 3.54.

The top figure is a comparison of the 3-D time averaged schlieren with its 3-D steady

counterpart. Both the plots are compared at a single azimuth. The time-averaged

results capture the expansion fan and the supersonic region at the throat section.



www.manaraa.com

142

The shear layer from the shroud tip appears thicker than the steady computations

due to vortex shedding from the tip. The time-averaged static pressure distributions

on the plug and shroud are compared in Figs. 3.54(b) and Fig. 3.54(c) with the

time-averaged axisymmetric unsteady and 3-D steady computations. For the time-

averaged unsteady 3-D computations the pressure distributions from four azimuths

are shown as was done earlier(0◦, 90◦, 180◦ and 270◦). Also shown as symbols are the

data from static pressure probes.

The first conclusion is that the pressure distribution at the four azimuths is sim-

ilar for the 3-D unsteady time-averaged for both plug and shroud. The pressure

distributions from the four azimuths collapse to single line in Fig. 3.54. Though

the instantaneous pressure on the plug and the shroud was tangentially asymmetric

(Fig. 3.52 and Fig. 3.53) the steady flow depicted by time-averaging of the 3-D un-

steady computations is axisymmetric similar to the static pressure probe data. The

shock location on the plug is predicted close to the data by all the three computations.

The pressure in the separation region predicted by the time-averaged 3-D are closer

to the data than the time averaged 2-D axisymmetric result. The shock location on

the shroud is under-predicted by the 3-D time averaged result but the pressure in the

recirculation zone is recovered well compared to the 3-D steady and time-averaged

unsteady 2-D axisymmetric computations.

In summary, the unsteady 3-D computations show that the tangentially flowfield

is asymmetric particularly in the recirculation region on the plug at NPR = 1.59.

The steady results constructed by time-averaging the unsteady data predicted ax-

isymmetric flowfield. This is in agreement with both the steady three-dimensional

computations as well as the data which showed axisymmetric pressure distribution.

The shock motion amplitude in the case of 3-D unsteady computations is smaller than

that of 2-D unsteady computations. The frequency predicted by the 3-D unsteady

computations is closer to the experimental value than that predicted by the axisym-

metric computations implying that 3-D nature of the recirculation is an important

aspect for pressure oscillations on the plug.
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Figure 3.53. Instantaneous pressure distribution(solid) on the shroud
at four azimuthal locations compared to steady pressure(dotted).
Four instants for a frequency of 200Hz starting at time, τ are shown
- a)τ , b)τ+2ms, c)τ+4ms, d)t = τ+6ms.

3.8.2 Unsteady Results at NPR = 1.26

The Kulite pressure transducers indicated that the peak oscillation frequency re-

duced to 170 Hz for an NPR of 1.26. The unsteady axisymmetric computations

showed distinct behavior compared to NPR of 1.59 in the form of nozzle unchoking.

Figure 3.42 which showed the convergence of Unsteady 3-D computations for NPR =

1.26 also showed oscillatory convergence indicative of unsteadiness in the flow. The

unsteady solution is set-up as discussed in the beginning.

As was done for the case of NPR of 1.59, Fig. 3.55 shows the space-time plots of

the pressure on the plug(PP ′), shroud(SS ′) and mid-plane (MM ′) as indicated in the
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schematic in Fig. 3.46. The initial transient behavior is similar to that at NPR pf 1.59.

The shock oscillation pattern after the initial transient is highly periodic with large

amplitude. A distinct feature of this NPR is that the shock in the diverging section

moves upstream of the throat and the plug nozzle remains at shock free conditions.

This pattern appears periodically in all the three locations shown in Fig. 3.55.
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Figure 3.54. NPR=1.59. Time-averaged schlieren from 3-D and 2-D
unsteady compared to 3-D steady. Time-averaged Solid lines - avg.
unsteady, dotted line - steady computations, symbols - data.
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The entire sequence of shock motion in the plug is visualized in Fig. 3.56 by

means of a series of instantaneous schlieren images taken from the plane in the nozzle.

The schlieren images start from a point where the shock is at its most downstream

location. The time instants at which the schlieren images are shown are marked on

the right of Fig. 3.55(c). The first picture in Fig. 3.56 shows the shock at its most

downstream location with the separation region following the plug contour closely. In

the next instant, 15ms later, the shock has moved upstream and at the same time the

separation region has thickened. At the time instant, t = τ + 25ms, the separation

region has begin to roll-up and ready to shed(Fig. 3.56(c)). In Fig. 3.56(d), the

shock has The shock has moved upstream of the throat and the throat has unchoked.

The throat remains at subsonic conditions for the next 18ms until another shock is

formed in the diverging section. The separation region on the plug wall has shed as

shown in Fig. 3.56(e). This shock gains in strength as it performs the downstream

leg of the oscillation. It, therefore appears that this periodic behavior is driven by

the separation region on the plug. As the separation region changes its size the

downstream boundary condition at the nozzle exit varies. The shock location adjusts

its position accordingly depending on the downstream condition, thus undergoing

oscillations. The shock oscillation amplitude is about 12% of the plug length which

is significant compared to higher NPR’s.

The upper and lower halves of the unsteady schlieren which are at an offset of

180◦ are identical to each other except for minor variations. This is unlike the case

of NPR of 1.59 in Fig. 3.51 which showed asymmetry in the separation region. The

axisymmetric nature of the 3-D unsteady simulations is confirmed when the instan-

taneous pressure distribution on the plug at four azimuthal locations is shown in the

same plot and compared against steady 3-D computations. The steady 3-D computa-

tions predicted axisymmetric flow. This is shown in Fig. 3.57 which are for the same

time instants shown in Fig. 3.56. The pressure distributions at the four azimuthal

locations from the unsteady computations collapses onto a single line proving the

axisymmetric nature of the flow. Minor differences are seen in Fig. 3.57(c) in the
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Figure 3.56. Instantaneous schlieren images at a plane in the nozzle
depicting shock motion starting from the farthest downstream shock
location at time, τ - a)τ , b)τ+15ms, c)τ+25ms, d)t = τ+54ms, e)t =
τ+72ms and f)t = τ+86ms.

position where the separation region exists on the plug(Fig. 3.56(c)). It also appears

that the vortex shedding pattern closely matches the movement of the second weak

pressure rise seen in Fig. 3.53(d). This can also be seen as a distinct disturbance

propagating in Fig. 3.55(c) from the instant when shock is at its most downstream

position (marked by A) and propagating downstream along the plug surface. An
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analysis of other azimuthal locations confirms the axisymmetric nature of the flow

at this NPR and might explain why the axisymmetric unsteady computation gave

good predictions. Similarly the shroud pressure distribution was also found to be

axisymmetric.

In Fig. 3.58 the pressure oscillation on the shroud and the plug are shown. Clearly,

a low frequency periodic behavior is seen at all the locations. A sharp rise is seen

in pressure at location x/Lplug = 0.18 when the shock passes this location and the

pressure drops gradually. The pressure at locations 0.4 and 0.8 show a sharp decrease

or increase when the acoustic wave generated by the shedding recirculation passes the

plug. The power spectral density plots for the location x/Lplug = 0 on the plug and

the shroud are shown in Fig. 3.59. This time the peak lies at a frequency of 120Hz in

comparison to a frequency of 170Hz from Kulite data. The axisymmetric unsteady

computations predicted a frequency of 110Hz. Again, the axisymmetric flowfield of

unsteady 3-D computations explains why the axisymmetric computations gave the

same frequency at this NPR.

In Fig. 3.57 the variation of pressure in the azimuthal direction for one cycle were

depicted. In Fig. 3.57 the shock location can be seen to oscillate about the mean

position which is given by the shock location of the steady 3-D computations. The

time-averaged flowfield from the unsteady computations will provide the steady pic-

ture. Figure 3.60 compare times averaged results from 3-D unsteady computations

with their 2-D counterpart. The time-averaged result have been obtained by averag-

ing unsteady result over a period of 80ms after the initial transient. Also shown is

the data from experiments and 3-D steady computations. Starting at the top with

the comparison of the 3-D steady schlieren compared to the time-averaged 3-D un-

steady schlieren picture, the salient flow features match. The expansion fan and the

supersonic conditions at the sharp corner are present in both results. The shock from

time-averaged 3-D unsteady computations appears at a downstream location com-

pared to the steady 3-D computations. The separation region over the plug in the

time-averaged case is larger than the steady part which can be explained in part due
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Figure 3.57. Instantaneous pressure distribution (solid) on the plug
surface at four azimuthal locations compared to steady pressure
(dotted) during a cycle of shock motion starting from the farthest
downstream shock location at time, τ - a)τ , b)τ+15ms, c)τ+25ms,
d)t = τ+54ms, e)t = τ+72ms and f)t = τ+86ms.

to the dynamic recirculation zone seen in Fig. 3.57. Following the schlieren compar-

ison in Fig. 3.60, plots of pressure distribution on the plug and shroud surface are
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Figure 3.58. Pressure oscillations on the plug and shroud for NPR of 1.26.
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Figure 3.59. Power Spectral density at x/Lplug = 0.18 on plug(top)
and shroud(bottom).

given. In both figures the pressure distribution at four azimuthal locations, each off-

set by 90◦ is shown from the time-averaged 3-D unsteady. The pressure distribution

from the steady computations is also presented for comparison. The pressure distri-

bution for the four azimuthal locations from the 3-D unsteady computations again

overlap each other. Again, time-averaged unsteady three-dimensional computations

also predict axisymmetric flow after time averaging similar to NPR case of 1.59. The

pressure distribution on the plug as well as the shroud closely match with the data as
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well as the 2-D time averaged data. Schlieren from time-averaged 3-D unsteady data

show a weaker shock compared to steady data. This is also evident from the weak

pressure rise compared to steady computations in Fig. 3.60.

The 3-D unsteady computations showed a cycle of shock oscillation characterized

by shock free conditions in the diverging section. The oscillations occurred at a more

regular interval compared to the axisymmetric unsteady computations. These are

aspects which cannot be captured using steady computations. Transonic diffusers at

very low NPR’s have shown shock free conditions during shock oscillation cycles [25];

[22] (Fig. 1.4). The flowfield is tangentially symmetric for 3-D unsteady computations

which explains the frequency match with unsteady axisymmetric computations. The

frequency of 120Hz predict by 3-D unsteady computations is the same at any location

aft of the shock on the plug and shroud wall. The Kulite frequency of 170Hz on the

shroud can therefore be extended to plug surface which did not have any Kulite

instrumentation. The shock free conditions for the shock oscillation cycle might

explain the lower frequency of 170Hz from Kulite data compared to higher NPR’s.

The time-averaged data from both unsteady 3-D and axisymmetric computations

matched closely with the data on both the plug and the shroud.

3.9 Performance Analysis

The flux of gases at a nozzle exit causes a thrust (F ) or reaction force on the nozzle

structure. This being the sole duty of the nozzle it is important that its performance

be quantified against an ideal nozzle thrust. The nozzle discharge coefficient (Cd)

and the thrust efficiency (ηF ) are important performance metrics for a nozzle. The

discharge coefficient Cd is the ratio of the measured mass flow rate to the theoretical

mass flow rate that can be achieved for a given throat area. The thrust efficiency

is the ratio of the measured thrust to the ideal thrust that can be obtained. It is

usually determined in terms of the ratio of measured thrust coefficient to the ideal

thrust coefficient. The thrust coefficient (Cf ) can be thought of as representing the
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Figure 3.60. NPR=1.26. Time-averaged schlieren from 3-D and 2-D
unsteady compared to 3-D steady. Time-averaged Solid lines - avg.
unsteady, dotted line - steady computations, symbols - data.
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amplification of thrust due to the gas expanding in the supersonic nozzle as com-

pared to the thrust that would be exerted if the nozzle chamber pressure acted over

the throat area alone. Both of these parameters are deduced from the computational

results in this section. The relatively close agreement between the steady axisym-

metric computations and the three dimensional computations, allows us to work with

axisymmetric predictions for the performance analysis. The experimental data are

obtained from the work of Chase [41] who reported both metrics, Cd and ηF for the

nozzle.

The ideal nozzle thrust is achieved when the exiting gases expand in a one-

dimensional fashion. Due to losses associated with over-expansion or under-expansion,

this is seldom achieved in an actual nozzle. In over-expanded nozzles the losses due

to reduced exit velocity overwhelm those due to the pressure force at exit. In the case

of an under-expanded nozzle the pressure force at the exit is lower than ideal. Also,

2-D effects become important in actual nozzles. The thrust coefficient is a standard

metric used to measure nozzle performance. The thrust coefficient, Cf , given by,

Cf =
F

p0 ∗ At
(3.1)

is a function of gas property, the nozzle throat area, At and the operating NPR of

the nozzle.

The discharge coefficient (Cd) depends on the working fluid, the nozzle area ratio

and the flow conditions. It can also be considered as a metric to express the mass flow

rate that can be realized in the nozzle. The viscous losses that occur in the nozzle

and the heat conduction at the nozzle surface result in a total pressure loss which

result in lower mass flow rate. It is given by,

Cd =
ṁmeas

ṁtheo

(3.2)

with mmeas being the measured mass flow rate and mtheo being the theoretical mass

flow rate.
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The discharge coefficient Cd is less than one due to friction associated losses, which

result in a drop in total pressure. Since the friction coefficient is also a function of

roughness it is likely that area which is not smooth can also cause losses.

The shrouded configuration draws its working fluid from two streams: a hot core

stream and a bypass stream. In the presence of two streams it is very difficult to define

either Cd or Cf which rely on a definition of ideal condition. The ideal condition

depends on the degree of mixing achieved between the two streams. Also even in

1-D flow both the streams may not be choked at the throat. For this reason, two

extremes were considered in [41]: entirely unmixed streams and completely mixed

streams. The unmixed assumption is employed by considering separate core and

bypass streams that share the flow area at the nozzle throat. This data reduction

scheme will, therefore, be referred to as ’area-based (a-based)’. In contrast, the

perfectly mixed assumption employs mass-averaged properties of the entering core

and bypass streams to determine flow conditions at the nozzle throat. This data

reduction scheme will, therefore, be referred to as ’mass-based (m-based)’ through

the remainder of this document.

The nozzle is operated with 810K for the hot core flow while the bypass stream is

at 280K on an average based on experimental data. The core stream properties were

determined using the CEA thermo-chemistry code and reported in the experiments.

Accordingly, the hot core ratio of specific heats γ is set to 1.33. The solution is set

up as discussed earlier in the context of axisymmetric computations.

The computations which do not follow either approach but show partial mixing.

For example, Fig. 3.61 shows the radial total temperature variation at the throat

normalized by the upstream core total temperature as a function of radial distance

normalized by the plug length. The upper portion of the flow is colder due to the

bypass stream while the lower portion is at the core temperature. Complete mixing

(m-based) would have given a uniform total temperature profile at the throat whereas

no mixing (a-based) would have resulted in a sharp change in temperature at the

interface of the two streams. The gradual change in the temperature from the cold
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to hot stream through the shear layer shows partial mixing of the streams. Clearly,

the results are closer to the unmixed approximation than the fully mixed one. The

total temperature profiles were similar across the entire NPR spectrum.

Figure 3.61. Total temperature profile at the nozzle throat normalized
by upstream core temperature.

In the following sections we discuss the calculation of the nozzle discharge and

thrust efficiencies using results from the steady computations. The calculation of

both quantities in experiments and computations is done is a similar fashion and are

compared with each other.

3.9.1 Nozzle Thrust Efficiencies

The theoretical exhaust velocities (Ve) of each stream may be determined as,

Ve =

√√√√2γRT t
γ−1

[
1−

(
1

NPR

) γ−1
γ

]
(3.3)
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knowing individual stream total temperatures (Tt), ratios of specific heats (γ), specific

gas constants (R) and NPR’s from 1-D analysis.

In accordance with the altitude compensating nature of the plug nozzle design,

perfect expansion of each stream is assumed for all operating conditions, and the

theoretical thrust produced by each stream Ftheor,A−based is then solely comprised of

jet thrust:

Ftheor,A−based = (ṁVe)core + (ṁVe)byp (3.4)

where ṁ corresponds to the measured or computed mass flowrate through the stream.

Thrust efficiency assuming unmixed streams, ηF,A−based may then be defined,

ηF,A−based =
Fz,meas

Ftheor,A−based
(3.5)

as the ratio of measured axial thrust FZ,meas to theoretically produced jet thrust.

The assumption of perfectly mixed core and bypass streams naturally leads to

an evaluation of nozzle thrust efficiency in terms of the traditional thrust coefficient.

The measured thrust coefficient, Cf,meas may be determined using Eq. 3.6,

Cf,meas =
Fz,meas
ptAthroat

(3.6)

where the stagnation pressure, p̄t at the nozzle throat (the cross-sectional area of

the Athroat) is estimated as the mass-average of the core and bypass stream inlet

stagnation pressures.

The ideal thrust coefficient (Cf,ideal) is given by,

Cf,ideal =

√√√√ 2γ2

γ − 1

(
2

γ + 1

)γ + 1/γ − 1
[

1−
(

1

NPR

)(γ−1)/γ
]

(3.7)

from the mass-averaged ratio of specific heats and the NPR.

Nozzle thrust efficiency assuming perfectly mixed streams ηF,m−based may be de-

fined,

ηF,m−based =
Cf,meas
Cf,ideal

(3.8)

as the ratio of the measured thrust coefficient to the ideal thrust coefficient.
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The axial thrust force is obtained from the computations as the sum of gas force

at the nozzle exit and the integration of pressure on the plug contour taking into

account the effect of the environmental pressure on the nozzle. Therefore, we have,

Fthrust = ṁVe + (pshroudexit − patm)Ashroudexit +

tip∫
shroudexit

(pplug − patm) dA (3.9)

where the first two terms together are the gas force and the last term is the surface

force on the plug.

Axial thrust efficiencies determined from the perfectly mixed and unmixed streams

from data and computations are plotted in Fig. 3.62. As one may expect, axial thrust

efficiency reaches a maximum at the design NPR.

Figure 3.62. Experiment vs. Predicted thrust efficiency: area and mass based.
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3.9.2 Nozzle Discharge Coefficient

The area based discharge coefficients have been obtained in [41] assuming choked

bypass flow. Assuming a Mach number of unity, the mass flow parameter of the

bypass stream MFP8,byp may be written:

MFP8,byp =

[√
γ

R

(
γ + 1

2

) γ+1
2(1−γ)

]
byp

(3.10)

where station 8 is assumed to be the physical throat location per the common notation

used in gas turbine literature. The theoretical throat area of the bypass stream A8,byp

may be determined as,

A8,byp =

(
ṁ
√
Tt

MFP8pt

)
byp

(3.11)

with knowledge of the bypass mass flowrate (ṁ), inlet total temperature Tt, and

inlet total pressure pT and the assumption of identical throat and inlet stagnation

conditions.

The static pressure at the nozzle throat p8 is determined from the bypass stream

total pressure,

p8 =

[
pt

(
γ + 1

2

) γ
1−γ
]
byp

(3.12)

making use of the assumption of choked bypass flow.

The theoretical throat Mach number of the hot core stream M8,core is determined

as,

M8,core =


√√√√√
( pt

p8

)γ − 1/γ
− 1

 2

γ − 1


core

(3.13)

with the core stream inlet total pressure from Eq. 3.13.

A core stream throat MFP

MFP8,core =

[√
γ

R
M8

(
1 +

γ − 1

2
M2

8

) γ+1
2(1−γ)

]
core

(3.14)

and theoretical throat area A8,core

A8,core =

(
ṁ
√
Tt

MFP8pt

)
core

(3.15)
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is determined using Eq. 3.14 and Eq. 3.15, respectively.

An area-based nozzle discharge coefficient Cd,A−based may then be defined,

Cd,A−based =
A8,core + A8,byp

A8,actual

(3.16)

based on the ratio of the sum of core and bypass theoretical throat areas to the

physical throat area of the tested plug nozzle A8,actual.

The theoretical mass flowrate through the nozzle assuming perfectly mixed streams,

ṁtheor,m−based,

ṁtheor,m−based =

√
γ

R

(
2

γ + 1

)γ + 1/2 (γ − 1) pt√
Tt
Athroat (3.17)

is obtained using Eq. 3.17 with mass-averaged parameters.

Mass-based nozzle discharge coefficients (Cd,m-based) is obtained, .

Cd,m−based =
ṁcore + ṁbyp

ṁtheor,m−based
(3.18)

by making use of Eq. 3.18

Discharge coefficients determined in this manner are plotted against NPR in

Fig. 3.63. The trend in discharge coefficient with NPR from the data appears to

closely match that of the thrust efficiency data presented in the previous section

aside from the fact the relationship appears more linear over the tested range of

NPR’s. Again, the maximum discharge coefficient corresponds to the design con-

dition. Computationally determined discharge coefficients are plotted alongside the

previously discussed experimentally determined discharge coefficients. The compu-

tational results show almost a constant Cd value over the entire NPR range, while

measurement show slight increases in Cd with NPR. The computational results are

bracketed by the two approaches used in reducing the experimental data.
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Figure 3.63. Experiment vs. Predicted discharge coefficient: area and mass based.
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CHAPTER 4. REACTING IMPINGING JETS OF MMH/RFNA

Hypergolic bipropellants are fuel and oxidizer combination that, upon contact, chem-

ically react and release enough heat to ignite spontaneously. Generally oxides of

nitrogen are used as oxidizers, for example nitric acid with dissolved oxides of ni-

trogen. The fuels are organic compounds like amines, heterocyclic compounds and

polyatomic phenols. Hypergolic propellants are used because of their advantages in

terms of spontaneous ignition, high density and long term storability at room temper-

atures while one of the drawbacks being their toxicity. Understanding the combustion

of bipropellant combinations will help in developing designs for efficient combustion

process and thereby desired performance.

Hypergolic propellant combustion is characterized by an interplay between chem-

ical kinetics and physical processes [50]. Ignition in hypergolics occurs after a finite

time delay [84]. This ignition delay for hypergolics determines the behavior of the

combustion system [85]. A long time to ignite can lead to catastrophic failure if the

accumulated propellants in the chamber detonate at a later time. Ignition is usually

followed after a period of diffusion and mixing. The chemical kinetics of the propel-

lant gases in turn determines the global kinetics time scale. The combination or their

relative occurrence determines the ignition and flame propagation. The diffusion and

mixing properties are characterized by the mass and thermal diffusive properties of

the constituent gases while the chemical delay is limited by the chemical mechanism

that takes the reactants to the product species.

Combustion of fuel and oxidizer combinations occurs in two phases (i) an induc-

tion phase where the fuel and oxidizer mix, react to form an initial species mixture

suitable for combustion initiation and (ii) exponential heat release from exothermic

gas reactions and combustion. Hypergolic bipropellants are studied typically using
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impinging jet configurations where fuel and oxidizer impinge on each other to initiate

reaction [48]; [49]; [50].

The use of reactive flow modeling which includes the chemical kinetic mecha-

nism for fuel and oxidizer reaction and accounts for the species property variation

with ambient conditions can help in laying a better foundation in extending or in-

terpreting experiments performed using bipropellants. The present chapter studies

the combustion of Monomethylhydrazine (MMH) which is considered to be the state

of the art in hypergolic fuels and RFNA (Red fuming nitric acid) is a commonly

used oxidizer [49]. The species source term is obtained using the finite rate Arrhenius

chemistry model which is evaluated using the filtered averaged equations as described

in CHAPTER 2. A 25 species and 98 reaction chemical kinetic mechanism is incor-

porated to account for species formation and consumption leading to the hypergolic

heat release[APPENDIX A]. This reaction mechanism was developed as part of the

Multiple University Research Initiative (MURI) research program [45]. Prior to this

mechanism there was no reduced mechanism available for MMH/RFNA combustion.

The work presented here will employ this mechanism throughout this chapter and

evaluate its behavior in the context of the impinging reaction jet problem. Due to

lack of a reduced mechanism for MMH/RFNA the analysis initially used a reduced

mechanism due to Ohminami et al for N2H4 and Nitrogen tetroxide (NTO). The

MMH/RFNA mechanism will be contrasted with this mechanism primarily with a

view to understand chemical time scales.

The combustion behavior of bi-propellant mixtures is strongly influenced by envi-

ronment in which the combustion occurs [47]; [46]. The thermodynamic and transport

properties which determine the convection and diffusion processes are dependent on

the ambient conditions. In order to gauge combustion response to ambient condi-

tions a series of computations of gaseous propellants with different initial pressures

and temperatures are performed. The initial temperature and pressure of the propel-

lants strongly influences the initial chemical kinetics and hence the overall reaction.

For hypergolic propellants it is generally believed that condensed phase reactions
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result in sufficient heat release to increase the temperature of a pool of reactants to

initiate ignition. Obtaining a precise estimate of this critical temperature above which

the reactants are able to overcome the activation energy barrier to undergo chemical

reaction is difficult. The global kinetic ignition delay time is believed to be inversely

proportional to the pressure of the system. At higher pressures the reactions are

initiated instantly compared to low pressures. In general for rocket applications the

internal chamber pressure can vary from one atmosphere to a few 10s of atmospheres.

In view of this strong dependence on temperature and pressure of the combustion

mechanism their effect on combustion is studied and presented here.

Combustion is determined by both mixing and chemical kinetics. The time scale

of one in relation to the other will govern the flame initiation and sustenance process.

It is instructive to begin the study by understanding the global chemical kinetics

time scale by isolating it from the mixing process. To do this we formulate a con-

stant volume combustion problem to understand the global kinetic time scales in the

context of the numerical methodology presented in CHAPTER 2. The influence of

temperature and pressure on the chemical time scale will be the main interest as

part of constant volume combustion problem. Following constant volume combus-

tion problem combustion behavior of impinging jets of gaseous MMH/RFNA jets is

discussed. First, the reacting impinging jet is addressed by making a planar assump-

tion. This will serve as a first step towards complete three-dimensional computations

presented later. The planar flowfield computations will allow for quick evaluation of

the new chemical kinetic mechanism. As the computational time for planar case is

considerably smaller compared to three-dimensional computations, we can perform a

survey of combustion by varying background gas properties. Both the effect of pres-

sure and differences in mass and thermal diffusivities on combustion behavior will

be studied and presented in this chapter. Three-dimensional computations are pre-

sented later where the turbulence is treated as three-dimensional and the combustion

behavior studied again. In the three-dimensional computations emphasis is laid on

flame propagation and its contrast to the planar case.
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4.1 Constant Volume Combustion

In order to understand the time scales associated with chemical delay without the

complications of mass and thermal diffusion, a simple system is devised. For this we

consider a constant volume vessel with a homogeneous mixture of the reactants. This

can be easily done in the framework of solving the multi-dimensional fluid dynamic

equations for reactive flow by considering a square domain with uniform distribution

of grids as shown by the schematic in Fig. 4.1 The surrounding boundary is given

as an inviscid wall. As no mass escapes and since the volume remains constant, the

density of the system does not change. Hence, the combustion in the closed volume

is a constant density process.

Figure 4.1. Schematic sketch of constant volume combustion compu-
tation with no heat conduction at the inviscid walls. A homogeneous
mixture of fuel and oxidizer at given temperature and pressure are
used as initial condition.

The fluid dynamic system of equations for reactive flow are solved in the entire

domain. The turbulence is no longer a factor in determining the flow evolution, so the

laminar equations of reactive flow are solved on the uniform grid. The computations

are initiated with a homogeneous vapor of fuel and oxidizer at a given temperature and

pressure and at zero velocity. Thus, there are no gradients associated with any of the
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flow quantities. The result is that the inviscid and viscous fluxes which are dependent

on the gradients in the flow drop from the fluid dynamic equations. The chemistry is

decoupled from the convection and diffusion associated with a real system and allows

us to understand the chemical kinetics of the system. In the resultant equation set,

though the mass and momentum equations are retained, they have no significance

due to zero velocity and zero gradients. The species conservation and energy equation

with their source terms remain. With no heat loss to the surroundings, the internal

energy of the system does not change,

de

dt
= 0 (4.1)

and as the density being is constant, the species mass conservation equation reduces

to,

ρ
∂Yk
∂t

= ω̇k (4.2)

with no spatial gradients of any of the flow variables. The species source term deter-

mined by using the finite rate Arrhenius chemistry model as described in CHAPTER

2 is employed here. The combustion model is sufficient as the flow is treated as per-

fectly mixed or homogeneous for the entire duration. The above equations describe

the conservation of energy and mass of the 25 species within the constant volume

combustion zone. The global kinetic mechanism time scales are strongly dependent

on the pressure and temperature and therefore by varying the initial temperature

and pressure we can study their effects on delay times. At higher temperatures the

species involved in a chemical reaction are able to overcome the activation energy

barrier needed for completing the reaction. At low temperatures the steps which

initiate reaction are very slow.

Figure 4.2 shows a plot of variation of temperature within the constant volume

combustor as a function of time for three initial temperatures: 400K, 600K and 800K.

In order to understand pressure dependence we consider two extremes of pressure:

101325Pa and 10132500Pa. A series of six oxidizer to fuel mass (O/F) ratios are

also shown in in the plots: 2.0, 1.74, 1.4, 1.2 and 0.8 i.e. going from an oxidizer
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rich environment to a fuel rich environment. From the plots it is evident that both

temperature and pressure strongly influence the hypergolic ignition process. The

lowest temperature case of 400K did not show any initiation of combustion. During

a 20ms interval the temperature rises only by a few degrees for all the O/F ratios

considered. The higher pressure has no effect on initiating the reaction as well at

400K.

At the temperature of 600K the higher pressure case shows initiation of combus-

tion while there is no combustion at lower pressure. The initiation time increases from

just under 5ms at O/F = 2.0 to more than 14ms at O/F = 0.8. The temperature

increases almost exponentially due to the hypergolic heat release spike. The equilib-

rium temperature reached by the propellant mixture keeps decreasing with O/F as

the fuel does not go complete oxidation due to the lower equivalence ratio. The higher

temperature of 800K shows initiation both at the lower as well as high pressures. In

the case of low pressure the oxidizer rich mixture shows an ignition delay time of

about 5ms whereas at high pressures the ignition occurs almost instantaneously at

all O/F. The simple analysis suggests that there is a critical temperature at which

the reactions are initiated.

In Fig. 4.3 the consumption of reactant and intermediate species is shown at

the top while the formation of products is shown at the bottom for T = 800K and

p = 101325Pa with O/F = 2.0. The temperature is also plotted as a reference

with the axis on the right. The fuel and oxidizer are completely consumed during

the process. The fuel N2O4 undergoes a decomposition reaction to give two moles

of NO2. This reaction is endothermic and therefore the temperature reduces by

about 10K. Following this the NO2 formed reacts with MMH (CH3-NH=NH2) to

form HONO, an intermediate species. The above reaction is exothermic and results

in heating up the homogeneous mixture. During this time there is a rapid build-up

of HONO while MMH mass fraction drops for first 10th of a millisecond as seen in

Fig. 4.3. Following this the HNO3 starts undergoing decomposition reaction to form

NO2 which reacts immediately with the MMH to abstract a H to form HONO. Thus,
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Figure 4.2. Ignition time delay as function of pressure and tempera-
ture for various O/F ratios.

increasing amounts of HONO are formed as seen in the plot. During this process

the mixture is increasing in temperature as a result of which increased amount of

CH3-N=NH or CH4N2 is formed due to scission reactions of MMH as seen in the
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plot. Fig. 4.4 shows the reaction zone just before and after the heat release. It is seen

that the NO2 concentration starts increasing due to the recombination reaction of the

HONO. Close to the heat release event the HNO3 undergoes decomposition reaction

to form HONO. Part of the HONO reacts with MMH while the rest results in NO2.

Once the mixture has sufficient NO2 to complete oxidation of CH4N2, the oxidation of

MMH is completed. Due to the higher temperatures the elemental nitrogen present

in the mixture forms large part of the products as NO while N2, CO, CO2, H2O

and H2 form the rest of the product mixture. The reaction initiation and product

formation is similar at higher pressures as low pressures although the speeds are faster

as noted earlier. As the O/F ratio decreases increasing amount of CH3 is formed in

the products as the fuel is not fully oxidized due to lower oxidizer mass fraction.

The constant volume analysis shows that a critical temperature and pressure ex-

ist above which combustion occurs. This has an important bearing for the initial

conditions of the two-dimensional computations discussed in the next section. Unless

preheated mixtures are not considered the combustion process may not initiate.

4.2 Two-Dimensional Analysis

4.2.1 Introduction

In most hypergolic propellant applications the presence of many physical processes

like liquid liquid, condensed phase reactions, rapid gas formation, highly complicated

multi-step reaction kinetics etc complicates the analysis. Complete three-dimensional

modeling of the various processes at the outset may result in uncertainties due to mod-

eling. A simplified analysis with well established models may result in useful insights.

In gas phase reactive processes phase change effects are not present and combustion

is determined by a combination of chemical kinetics, turbulence and fluid properties.

The impact of reduced chemical kinetic analysis was used in the previous section

to obtain preliminary estimate of combustion times. Constant volume combustion

analyses like the ones considered in the previous section are dependent only on the
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Figure 4.3. Reactant and intermediate species consumption (top) and
product formation (bottom) at T = 800K and p=101325Pa for O/F
= 2.0. Mass fraction axis on left and temperature axis on right.

initial and final steady state and do not allow for the impact of hydrodynamic phe-

nomena. In real combustion systems, the rate of reaction is combined with that of

other processes, such as convection and diffusion to determine combustion behavior.
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Figure 4.4. Intermediate reaction species formation in the reaction
zone, primarily HONO, NO2 and CH4N2. Mass fraction axis on left
and temperature axis on right at T = 800K and p=101325Pa for O/F
= 2.0.

As a first step in understanding combustion when RFNA and MMH are brought

into contact with each other, we begin by considering a 2-D or planar analysis. Two

dimensions enable relatively fine grids to be used and prepare for more costly 3-D

computations. They will allow us to evaluate the chemical kinetic mechanism of

MMH/RFNA efficiently. As noted above the available chemical kinetics system con-

tains 25 species. The conservation equations presented in CHAPTER 2 are solved

here with all the equations along with turbulence closure treated in two-dimensions.

This section will lay the basis of three-dimensional studies presented in the next sec-

tion. With an additional species used in the ambient domain, the system constitutes

a total of 32 coupled partial differential equations. Apart from the reduced load of

analysis time, 2-D grids allow a parametric survey that can yield important insights.

For example the effect of environmental factors such as shown in the following dis-

cussion can be studied. The specific geometry has two streams of fuel and oxidizer

issuing from the orifices, impinging and reacting in a downstream ambient domain.
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This allows the primary focus to be the combustion behavior in the presence of con-

vection and diffusion processes coupled with chemical kinetics. Both these processes

dominate combustion behavior in the real gas phase systems.

4.3 Problem Definition

To study the combustion of hypergolic MMH/RFNA the original geometry of the

experimental analysis discussed in [48]; [49] is retained excluding the injectors. The

fuel, MMH, is drawn in through one orifice while the other orifice has a steady flow of

RFNA. In Fig. 4.5 the planar computational domain with the cartesian grid is shown.

The computational grid consists of the MMH and RFNA orifices with dimensions

similar to that in the experiments. The two orifices which have an included angle

of 60◦ are protruding somewhat into the computational domain. This is similar to

what has been done in the experiments. The outer walls of the orifices and the wall

between them enclose a cavity with one side open to the ambient region. For the

geometry shown the inner dimensions of the MMH (Dt,RFNA) is 1.4mm and that of

the RFNA (Dt,RFNA) slot is 1.5mm. The length of both inlet channels is 24.4mm. A

rectangular grid is used in the ambient region downstream of the orifices. The length

of the computational domain is shown in m in Fig. 4.5. In Fig. 4.6 the geometry

detail including the cavity near the inlet channels is shown along with the boundary

conditions.

In the experiments the two streams undergo combustion in a large volume down-

stream of the injectors at atmospheric pressures. In the computations combustion

initiation and flame propagation in a region close to the orifices are of interest. The

grid dimensions in this near-field region were determined after numerical experiments

with a series of domains to allow for the computation of the reacting shear layer

while at the same time maintaining a grid density that allowed acceptable computa-

tional time. The final computational grid encompassed the two inlet channels plus

the external domain show in Fig. 4.5 and was composed of about 79000 quadrilat-
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eral elements. The external domain contained 250 grids in the flow direction and

240 grid points in the transverse direction. Both the MMH and RFNA orifice had

144 grid points in the axial direction and 44 grid points in the transverse direction.

The boundary layer on the orifice walls is resolved with 20 grid points with the first

grid point at ∆y = 6.7e − 4Dt,RFNA for RFNA orifice with diameter Dt,RFNA and

∆y = 7.1e− 4Dt,MMH for MMH orifice with diameter Dt,MMH . This boundary layer

resolution resulted in y+ < 1. The details of the grid in the orifice exit sections are

shown in Fig. 4.7. A uniform grid is present in the ambient section of the domain as

seen in the figure to resolve any recirculation zones or unsteady hydrodynamics.

The boundary conditions employed at the domain boundaries are also given in

Fig. 4.5 and Fig. 4.6. Mass flow rate, temperature and composition by mass of the

incoming gases are specified at the inlet to both the RFNA and MMH passages.

The MMH inlet has 100% by mass of MMH while the RFNA inlet is composed of a

homogeneous mixture of 88% HNO3, 10% N2O4 and 2% H2O. The flow determined

by these inlet conditions passes through these passages. The fuel and oxidizer passes

through their respective channels and upon emerging from the exit, impinge upon

each other generating a reacting shear layer (if conditions are right) which propagates

through the domain till the outlet boundary at the side or bottom of the domain

as indicated in Fig. 4.5. The momentum of the two streams entrains ambient air,

however, the combustor volume in the experiments extends much larger than the

orifice diameter from the orifices so that the effect of the entrained air at the orifices

is not significant. To mimic this condition in the computation the top boundary of

the domain is treated as an ambient inlet boundary as shown in Fig. 4.5 and marked

as ’AI’. This results in very low Mach numbers and nearly uniform static pressure for

the present results. The back pressure at the outlets is also set to ambient pressure.

The inner and outer walls of the MMH and RFNA orifices are treated as no slip

adiabatic walls.

The same chemical kinetic mechanism comprised of 25 species and 98 reactions as

used in the zero-dimensional computations described in Section 4.1 is also employed
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Figure 4.5. Computational domain with grid and details on boundary
conditions (RFNA - RFNA inlet, MMH - MMH Inlet, W - Wall, AI -
Ambient Inlet, O - Outlet).

here [APPENDIX A]. The ambient gas in the external domain is treated as an ad-

ditional species, bringing the total to 26 species. As noted later this ambient was
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Figure 4.6. Computational domain near RFNA and MMH ori-
fices along with the cavity. Also marked are the boundary condi-
tions(RFNA - RFNA inlet, MMH - MMH Inlet, W - Wall, AI - Am-
bient Inlet).

Figure 4.7. Grid details at RFNA orifice exit(left) and MMH orifice exit (right).

treated as an inert and was modeled as either He or Ar. The mass fraction of the last

species is determined from the conservation of all species masses.

The coefficients of the polynomial fits describing the species thermodynamic and

transport properties are tabulated for different temperature ranges. The properties
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are calculated in the computations based on this look-up table. The temperature

dependence of species mass and heat diffusion properties have been discussed earlier.

For unsteady computations the initial condition is analogous to the process used

for the shrouded plug nozzle flowfields. In the experiments, the combustion chamber

is filled with air at room conditions, or in special cases with selected inert fluid at

room temperature and pressure. In computational analysis we consider variations

in pressure and ambient gas properties as was done in the case of zero-dimensional

analysis. To ensure combustion initiates the fuel, oxidizer and the ambient gas are set

at 800K. The choice of 800K is also influenced by the zero-dimensional analysis shown

in the earlier section where long delay times to ignition for temperatures below 800K

at both low and high pressures were observed. The elevated ambient temperature

was similarly chosen as an aid in ignition, but subsequent results show it has little

effect.

Computations have been performed for two ambient pressures, 101325Pa and

10132500Pa. This choice is motivated by the operating conditions of a bipropellant

combustion motor of MMH/RFNA as seen in [42]. In addition, two ambient gases

are considered with different thermal transport properties: helium and argon. The

molecular weight of argon is 10 times that of helium while the thermal conductivity

and specific heat of helium are almost 10 times that of argon. Thus, the two ambients

provide mediums in which the mass and thermal diffusive properties vary.

The dual-time preconditioning methodology is again used for solving the fluid

dynamic equations. For the unsteady computations presented here a physical time of

1µs is used along with an inner iteration CFL of 1000 chosen to ensure convergence

of inner iterations at these low Mach numbers. The inner pseudo iteration count is

set to 8 which gave a residual drop of 3 orders of magnitude for the computations

shown here.

The mass flow rate boundary conditions prescribed at the MMH and RFNA inlets

set up a flow through the two passages which traverses into the ambient domain. The

flow goes through an initial transient following which statistics are obtained for study-
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ing the combustion process. Time-averaged flow properties are constructed based on

these statistics to give a long snapshot of the combustion process. The next sections

describe in detail the transient combustion process occurring prior to stationary con-

ditions. In the process the combustion behavior is contrasted for different ambient

gases as well as pressures.

4.4 Combustion Behavior

Combustion is initiated by injecting streams of fuel and oxidizer through the

two slots as indicated in Fig. 4.5. After emerging from the slots the fuel and oxidizer

streams collide developing a shear layer between them as they propagate downstream.

The shear layer grows as it propagates through the ambient gas. Due to the species

mass gradient between the two streams, mass diffusion occurs at the interface, setting

up mixing at the interface. The RFNA stream which is composed if 8% N2O4 is at a

lower temperature as the decomposition of N2O4 into NO2 is an endothermic reaction.

The RFNA stream is in general 50K below the MMH stream, thus setting a thermal

gradient at the interface. The constant volume analysis in the previous section showed

that there is finite time lag for the gas phase mixture to combust. This time lag is

dictated by the chemical kinetics which is dependent on the temperature and pressure.

In the case of reacting shear layers an added dimension of convection and diffusion

processes complicates the analysis compared to the constant volume combustor. The

time to combustion is therefore decided by both kinetics and fluid dynamic processes.

To understand the combustion process in the impinging jet configuration, we

consider cases with two different background gases, He and Ar. In both calculations

the background gases are at 800K and 101325Pa. The goal is to compare the effect

of ambient gas. Then we repeat the analysis for both cases at an elevated pressure of

10132500Pa. Comparing them allows us to deduce the effect on combustion initiation

and flame propagation. The lower pressure case is presented first followed by the high

pressure case.
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Table 4.1 Computations detail for T=800K, p=101325Pa.

Flow property Fuel Stream Oxidizer stream

Gas composition MMH RFNA

Temperature(K ) 800 800

Mass flow rate(kg/m s) 0.012 0.02

Density (kg/m3) 0.7 0.9

Velocity (m/s) 20 18

Thermal conductivity (W/m−K) 0.0826 0.0545

Table 4.2 Helium ambient properties.

Flow property Reference value

Temperature, ( K) 800

Pressure, Pa 101325

Density, kg/m3 0.06

Thermal conductivity, W/m-K 0.308

Specific heat at constant pressure, J/kg-K 5200

4.4.1 Combustion in Helium Environment at 800K and 101325Pa

The inlet propellant initial conditions for computations at 101325Pa are given

in Table 1. The O/F ratio is 1.67. Both propellants enter at 800K and the inflow

velocities are at 18 and 20m/s. The mass flow rate ratio allowed for most of the flame

sheet to be confined to the computational domain and exit through the outlet opposite

the orifices. The analysis of the combustion processes is done in two steps. To begin

the discussion early time flame initiation and propagation through the domain are

presented to document the start-up process. This is followed by results at later times.



www.manaraa.com

180

Combustion in a helium environment at 800K and 101325Pa are presented first.

The initial transient begins with the oxidizer and fuel streams traversing the propel-

lant passages. Shortly after they emerge, they impinge at a downstream location as

shown in Fig. 4.8 by the density contours at the time instant t=1.4ms. While in-

side the fuel passage the MMH stream does not decompose but on the oxidizer side,

the N2O4 present in the RFNA undergoes an endothermic decomposition reaction to

form NO2. This decomposition occurs nearly instantaneously as the fuel enters the

passages and as the oxidizer stream is composed of NO2 along with the HNO3 and

H2O that are initially present. The NO2 remains dissolved within the HNO3 and no

further reactions occur in the oxidizer stream.

At the impingement location the two gas stream interfaces come into a grazing

contact as shown in the density contour plot of Fig. 4.8. The density of the fuel and

oxidizer stream are higher than that of the helium and help in distinguishing the

contact surface between the two streams.

Figure 4.8. Density contours MMH/RFNA streams coming into a
grazing contact at T=800K, p=101325Pa in helium environment with
HNO3 on left and MMH on right at t=1.4ms.

Following this initial impingement, the streams remain in contact as they prop-

agate downstream displacing the ambient helium gas as shown in the sequence in

Fig. 4.9. The figure shows HONO mass fraction contours which is formed at the
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interface due to the breakdown of HNO3. As the HONO is present in the reacting

interface between the two streams it helps in visualizing the interface. The contour

plots show the region close to the orifices where the ignition occurs along with the

cavity enclosed between the two orifices. In the contour plot the HONO formation at

time instants of t=1.4ms (when the two streams come into contact), 2.5ms (an in-

stant mid-way between contact and ignition), 3.3ms (just before ignition) and 3.5ms

(just after ignition) are shown along with a streamline from the RFNA orifice marked

in white to demarcate the interface between the fuel and the oxidizer. Upon ignition

the fuel and oxidizer stream become separated with the gaseous reaction products

which form an inert layer between the propellant jets. Clearly, increasing amount of

HONO is formed as the propellants propagate downstream with time. The streamline

which passes through the center of the HONO mass fraction region helps in distin-

guishing the fuel side (right) from the oxidizer side (left). The HONO mass fraction

reaches above MMH mass fraction at the time instant shown in Fig. 4.9(c) just be-

fore ignition. At the instant t= 3.5ms when ignition occurs, the HONO contour plot

shows a region where it has depleted and demarcates the flame location. The ignition

consumes both the fuel and the oxidizer in the initial front and lies in between the

two streams. Considerable heat release occurs in the 0.2ms time duration before and

after ignition.

In the same time duration the contour plots in Fig. 4.9 show the cavity within

the orifices beginning to fill with HONO. The fuel and oxidizer streams impinge, they

mutually trap helium gas in between them forming a recirculation region between

the streams. The recirculation region fills HONO formed at the interface into the

cavity and drives the helium out of the cavity. The recirculation region are shown

by means of streamlines in Fig. 4.9(c). The recirculation zone which is established in

between the orifices is a consequence of the planar assumption. In a three-dimensional

geometry the products may escape normal to the plane and not result in the buildup

of reactive gases between the orifices.
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Figure 4.10 shows contour plots of fuel, oxidizer, temperature and the prominent

products of combustion at the point when the ignition occurs at 3.5ms. The com-

bustion region can be seen in the temperature contour plots where the temperature

has reached above 2300K compared to the initial temperature of 800K. The MMH

and HNO3 plots show depletion in mass fraction at this location indicating they have

been consumed. The oxidizer stream HNO3 contours do not show any significant

change in concentration till it reaches the flame front. The prominent combustion

products are NO, NO2, N2, H2O and CO2 whose contour plots of mass fraction are

shown in Fig. 4.10 and Fig. 4.11. The large mass fraction of the oxides of carbon and

nitrogen shows oxidation has been initiated. The contour of CH4N2 in Fig. 4.11 on

the fuel side and around the periphery of the flame shows that the heat release from

combustion is causing rapid scission of MMH as it is about to enter the combustion

zone.

Figure 4.12 shows an instantaneous snapshot at time t = 6.1ms when the flame

has propagated downstream of the ignition location. Again, note that the fuel and

oxidizer stream are separated by the wide combustion zone which is the region with

high temperature as seen in the temperature contours. The two propellant stream

surrounding the flame front also exhibit some instability as they roll-up during prop-

agation through the domain. The cavity in between the two orifices continue to have

considerable build-up of HONO.

Starting after this, at t=6.4ms the HONO between the oxidizer and fuel cavity has

built up to large enough concentration that it self-ignites generating heat release and

a second ignition zone appears in the cavity. In Fig. 4.13 the temperature contour

at three instants of time are shown. The region close to the cavity as well as the

downstream flame front are shown. The high temperature denotes the combustion

zone. The first contour plot shows the ignition event in the cavity region at t=6.4ms.

The hot gases in the cavity are propagated downstream into the reactive interface from

the recirculation zone completing the oxidation of the fuel radicals(most prominently

CH3-N=NH). This is seen in the second contour plot in the sequence when the flame is
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Figure 4.10. Mass fraction of fuel, oxidizer, temperature and promi-
nent products of combustion after ignition at 3.5ms at T=800K,
p=101325Pa in helium environment. The streamline from the RFNA
and MMH orifice helps in demarcating the fuel and oxidizer streams.
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Figure 4.11. Mass fraction of products and intermediate species
of combustion after ignition at 3.5ms in helium environment. The
streamline from the RFNA and MMH orifice helps in demarcating
the fuel and oxidizer streams.

mid-way between the cavity and the downstream flame. The flame front between the



www.manaraa.com

186

Figure 4.12. Mass fraction of fuel, oxidizer, temperature and HONO
at 6.1ms. The flame front is propagating downstream and consider-
able build-up of HONO in the cavity.
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passages now propagates along the entire reactive interface and quickly merges with

the flame front that is established earlier. The merged flame fronts then propagate

downstream till they eventually exit the domain. The initial combustion zone which

existed from a downstream location to the outlet now spans the entire computational

domain. The transient phase is essentially complete at time t=12ms and statistics

can now be obtained to study combustion

Figure 4.13. Temperature contours at t = 6.4ms when ignition occurs
in the cavity, t= 7.1ms when the flame is half way between cavity and
downstream flame and at t=7.6ms when the two flame fronts merge.

In Fig. 4.14, Fig. 4.15 and Fig. 4.16 the instantaneous contour plots for the reactant

and product species along with temperature are shown at time instant t=40ms after

the flame has been set up. The streamlines following the internal edges of the MMH

and RFNA orifices are also shown to distinguish reactant streams and the combustion

zone. Both the MMH and RFNA streams in the first two contour plots remain laminar

without developing any instability and separated by the flame front between them.
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The MMH and RFNA are not completely depleted within the computational domain.

The temperature is on the order of 1500K in the combustion zone which is colder

than the temperature for complete combustion. In fact, the contour plot for CH3-

N=NH or CH4N2 shows considerable amount of the species in the combustion zone

showing that the oxidation of MMH has not proceeded to completion. The flame

front is anchored at the RFNA nozzle outer wall closer to the oxidizer as seen from

the contour plots of NO.

4.4.2 Combustion in Argon Environment at 800K and 101325Pa

Previous section highlighted the transient process associated with combustion of

bipropellant combination of MMH/RFNA in an helium background. Mainly, com-

bustion was initiated at a downstream location followed by a second ignition in the

cavity enclosed by the two orifice locations. Following this the two flame fronts merge

and the combustion zone is set up along the length of the shear layer. In the present

section the combustion process in the helium environment is contrasted with similar

results in an argon environment at the same temperature and pressure. The refer-

ence properties for the argon are given in Table 4.3. Compared to helium, argon is 10

times denser and thermal diffusivity is 10 times smaller. Again we begin by a discus-

sion of the initial transient followed by instantaneous results after a long time. The

conditions at which the fuel and oxidizer stream are fed are similar to the previous

case and are listed in Table 4.1. The result of these differences is that (i) the two

streams from the orifice diffuse into the denser argon at a slower rate (ii) the lower

thermal diffusivity results in less thermal conduction. The boundary conditions and

the solution have been set up for the unsteady computation as discussed earlier.

The combustion initiation and flame propagation for MMH/RFNA propellant

combinations in argon environment is similar to that of helium but with differences

in the behavior of the flame front. These differences are more particularly evident
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Table 4.3 Argon ambient properties.

Flow property Reference value

Temperature, ( K) 800

Pressure, Pa 101325

Density, kg/m3 0.6

Thermal conductivity W/m-K 0.0373

Specific heat at constant pressure, J/kg-K 520
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Figure 4.14. Mass fraction of HNO3, MMH and CH4N2 along with
temperature at time t=40ms after the flame is set up in the domain
for helium background at T=800K and p=101325Pa.
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Figure 4.15. Mass fraction of N2, O2, H2O and CO2 at time t=40ms
after the flame is set up in the domain for helium background at
T=800K and p=101325Pa.
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Figure 4.16. Mass fraction of NO and NO2 at time t=40ms after the
flame is set up in the domain for helium background at T=800K and
p=101325Pa.

when stationary combustion sets in after the initial transient. In this section we

contrast the combustion process.

The starting transient in argon is similar to that in helium except that argon being

denser than the incoming propellants causes the various events to occur at different

times. In Fig. 4.17 the contours of temperature are shown from the instant when

the two streams come into contact till the ignition event. A significant instability

in the form of roll-up of the initial front is seen (Fig. 4.17. In the sequence four

time instants are shown. The temperature in between the interface is seen rising as

it propagates downstream due to the heat release associated with the reactions in

the interface. When the species mixture in the initial front becomes reaches critical

mixture fraction, it ignites(Fig. 4.17(d)). The temperature after heat release rises to

about 2100K in the flame. The ignition event is associated with large heat release

and a compression wave propagates through the domain. Again the heat release
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spike occurs at the initial front of the fuel and oxidizer streams. In the case of helium

environment the first ignition event occurred at 3.4ms from the instant the propellant

streams enter the orifices. For argon the first ignition event occurs at 4.6ms but is

almost at the same axial location. Because of smaller mass diffusivity the diffusion

of MMH and HNO3 into the higher molecular weight argon ambient is slower in

comparison to the diffusion of the same into helium.

Figure 4.17. argon, T=800K, p=101325Pa. Series of contour plots
of temperature at t=1.6ms (initial impingement), 3.0ms(mid-way of
impingement and ignition), 4.5ms (before ignition) and 4.7ms(after
ignition) showing the initial combustion process.

In Fig. 4.18 the mass fraction contours of MMH, HNO3, NO and H2O are shown

at time instant t=4.7ms just after ignition. The flame front depletes the fuel and

oxidizer streams surrounding it. The considerable formation of NO and H2O show

the presence of combustion. The flame front is again anchored at a downstream

location as in the case of He ambient and remains there until no external disturbance

is imposed.

In Fig. 4.19 the MMH, HNO3 and H2O mass fractions along with the temperature

contour are shown when the propagating products of combustion reach the down-

stream. With helium as the background gas the two propellant streams formed a
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Figure 4.18. Mass fraction contours of HNO3, MMH, NO and H2O
after ignition in argon environment at T = 800K and p=101325Pa at
t=4.7ms.

laminar sheet around the hot gases without developing any instabilities. The com-

bustion zone was confined in between the two outer sheets and the propellants exited

without complete combustion. In the case of argon, however, the two propellant

streams enclosing the hot gases develop instabilities. Particularly roll up is observed

downstream of the ignition location as seen in Fig. 4.19(a) and Fig. 4.19(b) which

show the oxidizer and fuel streams depleting as they proceed to the exit. This is in

contrast to Fig. 4.14 which shows a laminar sheet of MMH and RFNA enclosing the

flame front. The fuel and oxidizer are therefore completely exhausted within the do-

main because of enhanced mixing. The region of combustion for argon environments

is wider than that for helium environments near to the exit.

In the case of the helium environment the hot gases formed at the reactive interface

escaped into the cavity between the two orifices because of the recirculation zone be-

tween the jet streams. As the cavity was filled lighter gas, the reactive gases(primarily

HONO and CH4N2) displaced the He. Once the radical concentration reached a crit-

ical value combustion occurred in the cavity resulting in a flame that propagated
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Figure 4.19. Mass fraction contours of HNO3, MMH and H2O along
with temperature when the flame front has reached the exit at t =
24.6ms in argon environment at T = 800K and p=101325Pa.

downstream and merged with the flame downstream to form a reaction zone span-

ning the entire domain. In the case of argon, the occurrence of this event is delayed
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considerably. This is because of the time required to diffuse the heavier argon from

the cavity and establish propellant concentrations that can initiate combustion. Once

this cavity region ignites, the flame front again eventually merges with the flame at

the downstream location. The temperature contours in Fig. 4.20 show the sequence

at 25.8ms cavity undergoes ignition, at 26.2ms the flame front is propagating down-

stream and at 26.5ms the two flame fronts merge. Following this time instant a

combustion zone anchored at the RFNA orifice extends throughout the length of the

domain.

Figure 4.20. Temperature contours at t = 25.8ms when ignition oc-
curs at the cavity, t= 26.2ms when the flame is half way between
cavity and downstream flame and at t=26.5ms when the two flame
fronts merge for argon at T = 800K and p=101325Pa.

Figure 4.21 shows an instantaneous contour plot of MMH, HNO3, NO and tem-

perature at t = 40ms. The MMH and RFNA streams are depleted well within the

domain. The fuel and oxidizer streams develop considerable instability, compared to
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helium ambient, in the form of shear layer roll-up. This is in contrast to Fig. 4.16.

The MMH appears to be exiting from the outlet boundary on the right side.

4.4.3 Combustion at 800K and 10132500Pa

The constant volume combustion analysis, which ignored convection and diffusion,

showed that ignition occurred much more rapidly at 100atm than at 1atm for an

initial temperature of 800K. High pressure results for impinging stream are given is

this section to enable a similar comparison of the effect of pressure for this geometry.

As already seen at low pressures the type of ambient gas has significant effect on the

combustion process. The initiation processes in argon and helium underwent the same

ignition events but they occurred at different times. Following this initial transient

the combustion process was characterized by reactive sheet roll-up in argon whereas

helium showed a laminar diffusion flame. The issue in the present section is to assess

how pressure affects these processes.

As before we again consider both helium and argon ambient environments. The

background gas are again at a temperature of 800K but at a pressure of 10132500Pa.

Inlet conditions for the MMH and RFNA are given in Table 4.4. The mass flow rates

for these calculations are 100 times those at low pressure, while the oxidizer to fuel

mass flow rate ratio is kept same.

The transient process at high pressure in helium environment is summarized in

Fig. 4.22 and shows a sequence that is qualitatively similar to the one at 1atm. In

Fig. 4.22 both the density and temperature contour plots at three instants of time are

shown for helium background gas. The density contour plots help in distinguishing

the fuel and oxidizer streams from the ambient gas which is at a lower density. The

products of combustion are also at lower density due to higher temperatures and

merge with the helium in the density plot. In Fig. 4.22 the first time instant shows

the two streams after impingement at t=2.0ms. The density contours show the two

streams have merged and the temperature at their interface is now above the ambient
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Table 4.4 Computations detail for T=800K, p=10132500Pa.

Flow property Fuel Stream Oxidizer stream

Gas composition MMH RFNA

Temperature(K ) 800 800

Mass flow rate(kg/m s) 1.2 2.0

Density (kg/m3) 70 90

Velocity (m/s) 20 18

Thermal conductivity (W/m−K) 0.0826 0.0545
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Figure 4.21. Instantaneous contour plots of MMH, HNO3, NO and
temperature for argon environment at 101325Pa for argon at T =
800K and p=101325Pa.
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due to interface reactions as seen in the temperature contour. Thus, diffusion and

chemical reactions have set in. The first contour plot is similar to what is seen at

low pressures when the two streams are merged. A reactive interface develops almost

immediately when the two streams imping on each other. Once this initial diffusion

has resulted in the necessary radical pool for combustion, the ignition event occurs

in the reactive zone.

The next instant at t=2.3ms shows combustion at the interface of the two streams.

The density contours show the hot product gases filling the interface. The propellant

streams are now separated by the combustion zone at the first ignition event. The

heat transfer in the interface moves the ignition point to the region in between the

two separated streams upstream. This process occurs through the entire length of

the interface between the propellant streams before it finally reaches the cavity. The

cavity region then undergoes combustion thus a combustion zone eventually separates

the MMH and RFNA streams for the entire length. Compared to low pressures this

process occurs at the same time for both background gases and also instantaneously

in both the helium and argon environments. The flame is seen propagating in between

the two streams from the temperature plots. The flame propagation at high pressures

appears to occur by a different mechanism compared to low pressures. From the

figure it is seen that the hot combustion zone is propagating in the opposite direction

to the flow. At high pressures the propellant streams separate from each due to

combustion in the interface region. In case of high pressures the first ignition event

in the initial front (at t = 2.3ms in Fig. 4.22) controlled by diffusion. Following

this the chemistry takes over due to smaller time scales. Thus, the flame propagates

quickly through the reactive interface dominating the diffusion process. The ignition

sequence occurs almost in a similar fashion for argon. At high pressure the time taken

for the ignition to occur in case of helium is 2.3ms compared to 2.7ms for argon from

the start of computation, showing that the ambient gas has almost no effect on time

for combustion initiation at high pressures. Recall that these values were 3.5ms for



www.manaraa.com

201

helium and 4.5ms for argon at 1atm. So the initiation process occurs approximately

50% faster in helium and 70% faster in argon at these high pressures.



www.manaraa.com

202

(a
)
ρ
,

t=
2m

s
(b

)
T

,
t=

2m
s

(c
)
ρ
,

t=
2.

3m
s

(d
)

T
,

t=
2.

3m
s

(e
)
ρ
,

t=
2.

8m
s

(f
)
T

,
t=

2.
8m

s

F
ig

u
re

4.
22

.
In

st
an

ta
n
eo

u
s

co
n
to

u
r

p
lo

ts
of

d
en

si
ty

an
d

te
m

p
er

at
u
re

fo
r

h
el

iu
m

at
10

13
25

00
P
a

sh
ow

in
g

fl
am

e
p
ro

p
ag

at
io

n
b

et
w

ee
n

th
e

fu
el

an
d

ox
id

iz
er

in
te

rf
ac

e
fo

r
th

re
e

in
st

an
ts

of
ti

m
e

t
=

2m
s,

2.
3m

s
an

d
2.

8m
s

fo
r

h
el

iu
m

b
ac

k
gr

ou
n
d

ga
s

at
p

=
10

13
25

00
P
a.



www.manaraa.com

203

At later times, the combustion region between the two streams prevents them

from mixing and combustion. In the case of He the two streams remain separated

by the combustion zone for the entire length of the domain. For argon environment

which is at a higher density compared to the propellants instabilities in the form of

roll-up of outer fuel and oxidizer streams appear resulting in enhanced mixing. The

combustion front reaches the outlet of the domain at 10ms for helium compared to

20ms for argon. Again, this is due to the faster diffusion of propellants in the lighter

helium environment compared to argon. Following the end of the transient, statistics

can be obtained to study time averaged properties.

Figures 4.23 and 4.24 show the instantaneous combustion in argon and helium

environment at t= 40ms to illustrate that flowfield at later instants of time.

4.4.4 Comparison of Time-Averaged Results

In the previous section the transient combustion process was described leading to

stationary flow for both argon and helium environments at low and high pressures. At

both pressures the stationary combustion zone extends from the oxidizer outer wall

to the outlet boundary condition. At low pressures the time instants at which various

ignition events occur are different for helium and argon environments because of the

longer time scales for heat release compared to diffusion processes. At high pressures

the chemical time delay dictates the combustion. The instants at which stationary

conditions were obtained in the unsteady combustion were described previously. In

comparison to helium the argon gas induces more unsteadiness. In the present sec-

tion time averaged properties (averaged over 20ms) after stationary combustion is

established are compared for the ambient conditions considered earlier.

We begin the section by comparing the low pressure case for argon and helium

environments. In Fig. 4.25 and Fig. 4.26 the contour plots for fuel, oxidizer, product

gas NO and temperature are shown for the ambient domain for helium on the left and

argon on the right. The first difference is that in argon the propellants are depleted
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Figure 4.23. Mass fraction contours of MMH, HNO3 and NO along
with temperature for argon at t=40ms, 10132500Pa.



www.manaraa.com

205

Figure 4.24. Mass fraction contours of MMH, HNO3 and NO along
with temperature for helium at t=40ms, 10132500Pa.
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approximately half-way through the domain whereas for helium both propellants

extend through the domain and exit the bottom outlet. The peak temperatures in

the argon environment are, however, lower than those in the helium environment. The

production of NO, a predominant product of combustion, is also very different. In the

argon environment the NO is widely dispersed and extends over a large fraction of the

width resulting in a wider combustion zone downstream. In the helium environment

NO remains in a narrow band. The temperature profiles are similarly identical until

the argon environment leads to a wider brush of above ambient temperature gas while

the helium environment results in a narrow band. This is seen more clearly when we

compare the time-averaged temperature profiles at y = - 0.02m and y = - 0.08m

in Fig. 4.27 (Refer to Fig. 4.5 for location reference). The temperature profile for

argon is shown in black while that for helium is shown in red. The peak temperature

near the orifice (y=-0.02m) is higher for the argon ambient than for the helium

environment. At the downstream location (y=-0.08m) the helium profile still shows

peak temperature while the argon does not exhibit a peak and has clearly diffused

over a much larger region.

In Fig. 4.28 and Fig. 4.29 the mass fraction of the reactants, dominant products

and intermediate species are shown at the same two locations y = - 0.02 and - 0.08m.

At the location closer to the orifice the reactants and products for both helium and

argon are confined to a narrow region. In helium environment the MMH and HNO3

mass fractions are higher than those of argon environment showing a larger amount

of propellant has reacted in argon an observation that is consistent with the higher

temperature noted earlier. The mass fraction of the intermediate species, CH4N2 and

HONO are higher than in helium environment. The higher CH4N2 which is formed

from pyrolysis of MMH indicates lower temperatures which is a result of NO2 reacting

with MMH. This explain the higher temperature at this location in Fig. 4.27. THe

NO, N2 and H2O mass fractions are abou the same in both whereas the CO mass

fraction is higher in the helium environment while the CO2 curve is higher in argon.
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Figure 4.25. Time-averaged mass fraction contours of HNO3 and
MMH for argon (right) and helium (left) environment at p=101325Pa.
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At the downstream location, y=-0.08m, Fig. 4.29, all the species mass fractions

in argon have diffused across the domain due to enhanced mixing for the argon case

while those for helium are still confined to a narrow band in much the same fashion as

for temperature. The HNO3 mass fraction is spread across the domain and the MMH

and CH4N2 are nearly gone although a small amount resides on the fuel side. In

helium considerable portion of the species still remain. This same pattern is observed

for all other remaining species. Clearly, the oxidation of MMH has proceeded further

in the case of argon than helium as was also reflected in the temperature plots in

Fig. 4.27.

Corresponding results at 100atm are given in Figs. 4.30 - 4.34 and similar patterns

are seen. Figures 4.30 and Fig. 4.31 show the time average contour plots of MMH,

HNO3, NO and temperature for p = 10132500Pa is shown for helium and ambient

environments respectively. At the high pressure condition the argon propellant mass

fraction becomes depleted as we move away from the orifices while that in helium

continues downstream and exits at the boundary in a manner similar to the 1atm

results. The shear layer does not develop instabilities and remains intact for the entire

domain. The effect of higher pressure appears to disperse the reactants/products more

rapidly in argon while keeping them more closely combined in helium.

Figure 4.32 compares the line plots of temperature at two locations y= - 0.02m and

y=- 0.08m for the helium and argon cases. The argon environment shows considerably

lower temperatures compared to the helium environment which shows temperature as

high as 2300K. The higher temperature also shows the reactions going to completion

close to the orifice. The temperature drops as we go to the downstream location

for helium. The combustion zone is restricted to a small fraction of the domain

cross-section in helium. The peak temperature for the argon case does not drop

but the temperature profile is much wider at the downstream location again due to

unsteadiness. The width of the combustion zone for argon at high pressures is smaller

compared to low pressures.
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In Fig. 4.33 and Fig. 4.34 the species mass fractions of reactants, prominent prod-

ucts and intermediate species of reactions are compared at locations -0.02m and

-0.08m respectively. At both the locations the species mass is redistributed across

the cross section for argon ambient conditions while that of helium is confined to

a narrow region. The species concentration peaks are higher for helium than argon

particularly for the products showing that helium ambient is promoting combustion

at higher pressures. The higher NO mass fraction peak at both locations for helium

confirms this fact. The intermediate reaction species mass fractions are much lower

in the case of argon compared to helium. Both CH4N2 and HONO mass fractions

are lower in the shear layer due to the lower temperatures for argon ambient. Thus,

though argon promotes mixing of the fuel and oxidizer streams due to instability

of the shear layer the heat generated from the initial step of oxidation of MMH by

NO2 dissipated due to mixing. This inhibits further reaction from occurring and

combustion is stalled.

4.5 Unsteady Three-Dimensional Analysis

The previous section using the planar assumption highlighted that the given chem-

ical kinetics mechanism resulted in combustion behavior which is dependent on the

background gas. In the present section the planar assumption is relaxed and the

impinging jet geometry identical to planar case is analyzed in three-dimensions. The

approach used in the previous section is applied in setting up the solution for the

problem. The reactive flow equations consisting of 26 species conservation equations

are solved according to the methodology described in CHAPTER 2. The finite rate

Arrhenius model for determining the species source term is employed which assumes

perfect mixing at the sub-grid level.

The focus of the three-dimensional analysis will be to again understand combus-

tion behavior using the newly proposed chemical kinetic mechanism. In particular at-

tention will be given to initiation, flame propagation, holding and sustenance. Again,
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variations in background gas properties are considered. Similar to the planar case

solution at two pressures is presented, one at 1 atm and the other at 100 atm with

the MMH/RFNA propagating into helium and argon as background gas. In the next

section the three-dimensional computational grid along with the boundary conditions

is described, following which results from the analysis are presented.

4.5.1 Problem Definition

The fuel and oxidizer passages adopted for 3-D computations is similar in dimen-

sions to planar case except that the two passages are now axisymmetric. An ambient

domain where the fuel/oxidizer combination, impinge, propagate downstream and re-

act is provided. The cavity enclosed between the two orifices has an additional degree

of freedom for the gases trapped in between the orifices. It was seen in the planar

case that the reactive gases formed at the interface escape into the cavity and result

in a second ignition in the cavity. In 3-D, however, the reactive gases may not occupy

the cavity to result in second ignition.

Due to the exorbitant cost of performing 3-D computations (with 32 equations to

be solved at each cell center) it is beneficial to explore ways by which the grid number

can be reduced. The impinging jet geometry has a plane of symmetry passing through

both the orifices which can be readily exploited to reduce the problem into half. The

result is that the mean properties will be considered symmetric which is correct in

the time-averaged sense but will also result in the turbulence being considered planar

symmetric. The planar symmetric assumption for turbulence goes against the 3-D

nature of turbulence but owing to the large computational time for 3-D problem the

planar symmetric assumption is employed in the present situation.

The computational domain for the computations performed in this section is

shown in Fig. 4.35 in an isometric view. The plane of symmetry is as marked and

can be seen passing through the centers of both the passages. The boundary condi-

tions are as marked in the figure. The plane of symmetry is treated as a symmetric
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boundary while the face opposite to it is given outlet boundary conditions whose

back pressure corresponds to the ambient domain. The three walls opposite to the

orifices are treated as outlet boundaries as well. The boundary in between the two

orifices is treated as a viscous wall with two ambient inlets extending from either side

of the wall. The passage walls, both inner and outer, are treated as viscous walls.

The boundary layer resolution employed for this grid at the walls is similar to the

axisymmetric case. The extent of the ambient domain is smaller by about 20 mm

compared to the planar case but sufficient to capture the flow of interest. In Fig. 4.36

and Fig. 4.37 the domain as seen from different direction is shown along with a rep-

resentative grid. Also marked are the extents of the domain in mm. The flame is the

3-D configuration will spread in the z-direction as a result the exterior domain is seen

to extend by about 11 mm in the z-direction. The details of grid in the RFNA and

MMH passages is shown for the plane of symmetry in Fig. 4.38.
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Figure 4.26. Time-averaged contours of mass fraction of NO and
temperature for argon (right) and helium (left) environment at
p=101325Pa.
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Figure 4.27. Time averaged temperature at y = -0.02m (left) and y
= -0.08m for argon (black) and helium (red) ambient environment at
p = 101325Pa.
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Figure 4.28. Time averaged species mass fraction at y = -0.02m for
argon (black) and helium (red) ambient environment at p = 101325Pa.
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Figure 4.29. Time averaged species mass fraction at y = -0.08m for
argon (black) and helium (red) ambient environment at p = 101325Pa.
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Figure 4.30. Time-averaged mass fraction contours of HNO3

and MMH for helium (left) and argon (right) environment at
p=10132500Pa.
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Figure 4.31. Time-averaged mass fraction contour of NO along with
temperature contour for helium (left) and argon (right) environment
at p=10132500Pa.
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Figure 4.32. Time averaged temperature at y = -0.02m (left) and y
= -0.08m for argon (black) and helium (red) ambient environment at
p = 10132500Pa.
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Figure 4.33. Time averaged species mass fraction at y = -0.02m
for argon (black) and helium (red) ambient environment at p =
10132500Pa.
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Figure 4.34. Time averaged species mass fraction at y = -0.08m
for argon (black) and helium (red) ambient environment at p =
10132500Pa.
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4.6 Three-Dimensional Combustion Behavior

Similar to the planar case the effect of background gas pressure, mass and thermal

properties are of interest in the present simulations. For this the two initial pressures

of the propellants as well as the ambient gas are studied: 1 atm and 100 atm at

an initial temperature of 800K. The temperature is again based on the results of

constant volume combustion problem. To study the effect of background gas again

helium and argon were considered. The section begins by discussing the results at

the lower pressure of 1 atm followed by the 100 atm case.

4.6.1 Combustion at 800K and 101325Pa

The inlet boundary conditions at the MMH and RFNA inlets are given in Ta-

ble 4.5. The inlet mass flow rate is specified such that exit velocity at the fuel and

oxidizer passages is close to that observed in the planar case. This will allow for the

three-dimensional computations to be contrasted with the axisymmetric case. At the

initial transient the two flows traverse through the orifices, impinge at a downstream

location and propagate through the domain. This is similar to the planar case. Recall

that in the planar case combustion is initiated at a downstream location followed by

a second ignition in the cavity. The two flame fronts, one from the cavity and the

downstream flame, merge and span the entire domain. The time for the first igni-

tion event to occur was about 4ms in both argon and helium gases. In the case of

three-dimensional computations, however, no combustion is initiated either in argon

or helium background gas at low pressures. The unsteady computations were per-

formed till the two gases reach the outlet. In Fig. 4.39 the contour plots of MMH,

RFNA and temperature are shown for at 10 ms in the plane of symmetry. The MMH

and RFNA streams reach the domain exit and remain in contact with each other.

The temperature is seen to rise only by a fraction at the interface indicating that the

interfacial reactions are not proceeding as was seen in planar case. The planar case

showed continuously increasing temperature at the interface due to reactions at the
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Table 4.5 Computations detail for T=800K, p=10132500Pa.

Flow property Fuel Stream Oxidizer stream

Gas composition MMH RFNA

Temperature(K ) 800 800

Mass flow rate(kg/ s) 6× 10−6 10.0×10−6

Density (kg/m3) 0.722 0.975

Velocity (m/s) 23 22

Thermal conductivity (W/m−K) 0.0826 0.0545

interface of the two streams. It is unclear as to why there is no combustion initiation

in the three-dimensional computations using the same chemical mechanism as in the

planar case.

4.6.2 Combustion at 800K and 10132500Pa

The background pressure gas pressure is raised to 100 atm to study combustion.

The inlet boundary conditions at the RFNA and MMH passages is shown in Table 4.6

and is used for both argon and helium as background gas. The mass flow rates are

200 times that of the case at 1 atm. In this case again the two streams impinge at a

downstream location as soon as they come into contact, similar to what was observed

in the planar case. The combustion is initiated at a downstream location at time

t = 1.2 ms almost twice as fast as the planar case. In Fig. 4.40 the instantaneous

contour plots at time t = 10 ms is shown for MMH, HNO3 and temperature in

helium environment. This time instant corresponds to a later time instant when the

flow has almost reached steady state. In the three-dimensional case the combustion

initiates at a location close to the orifice but remains anchored at that position without

propagating upstream into the cavity region as seen from the figure. In the planar

case it was shown that the flame propagates in between the two streams till it reaches
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Table 4.6 Computations detail for T=800K, p=10132500Pa.

Flow property Fuel Stream Oxidizer stream

Gas composition MMH RFNA

Temperature(K ) 800 800

Mass flow rate(kg/ s) 12× 10−4 20.0×10−4

Density (kg/m3) 72.2 97.5

Velocity (m/s) 30 27

Thermal conductivity (W/m−K) 0.0826 0.0545

the cavity and establishes itself along the two streams. Thus, the three-dimensional

combustion behavior is seen to differ from the planar case.
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Figure 4.36. View of the domain from the top (top) and in the up-
stream direction (bottom). Also shown is the detail of grid at the
plane of symmetry (top) and at a location midway between orifices
and outlet.
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Figure 4.37. View of the domain seen perpendicular to flow direction
along with the grid at a plane.

Figure 4.38. Detail of grid in the plane of symmetry close to the
RFNA orifice (left) and MMH orifice (right)
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Figure 4.39. Contour plot of HNO3 (left), MMH (center) and tem-
perature (right) at a pressure of 1 atm in argon environment.

Figure 4.40. Contour plot of HNO3 (left), MMH (center) and tem-
perature (right) at a pressure of 100 atm in helium environment.
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CHAPTER 5. SUMMARY AND CONCLUSIONS

The computational analyses of two fluid mechanics problems, one a non-reacting flow

of a shrouded plug nozzle concept and the other a reacting jet impingement have been

addressed. The solution for both problems employed a preconditioned dual-time step

algorithm based finite volume solver. The turbulence closure is based upon the filtered

averaged equations and is achieved through the k−ω turbulence model coupled with

a DES approach for large turbulent scales. Combustion is incorporated by means of

a finite rate Arrhenius model that takes into account multi-species and multi-step

kinetics and evaluates species source terms from the filtered averaged quantities at

the cell center.

The shrouded plug nozzle corresponds to a concept that has been proposed for

a commercial aircraft. The geometry of this concept is unique from traditional plug

nozzles because of the extended shroud and the NPR operation range giving char-

acteristics that resemble those of converging diverging sections while also retaining

characteristics of plug nozzle flowfield. Results from an experimental sub-scale model

by Tapee [40] and Cummings [41] are used to provide validation for the computations.

Simultaneously the computations serve as an aid in interpreting the experimental re-

sults and in interpolating between measured variables. The test model used a host

of instrumentation and imaging capabilities: static pressure probes on the plug and

shroud wall, Kulite transducers to measure pressure oscillation frequency coupled

with shadowgraph and schlieren systems that provided a picture of the flowfield.

This sub-scale model formed the basis for computational simulations of CHAPTER

3.

Analyses of the nozzle included both axisymmetric and three-dimensional con-

figurations both of which were done as steady and unsteady problems. The results

highlighted the complexity of the internal flowfield, primarily the interaction of the
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shock in the diverging section with the adjacent boundary layer on the shroud and

plug wall. The steady computations showed that the shock progressed from a normal

shock to a lambda pattern at NPR’s below 2.0. At moderate NPR’s (2.25-3.1) the

shock structure goes from Mach reflection to a regular reflection. This is followed by

an oblique shock impinging on the plug wall at high NPR’s until nearly perfect expan-

sion to ambient conditions is achieved at design NPR. As the shock structure varied

with NPR, the separation region behind the shock went from a fully separated FSS

(Free Shock Separation) mode at NPR’s below 2.0 to a reattached RSS (Restricted

Shock Separation) mode above 2.25.

Overall axisymmetric steady computations compared well with experiments. Com-

parisons of computational schlieren pictures with experimental schlieren and shadow-

graph gave a visual confirmation of the multitude of shock structures predicted by

computations with varying NPR’s. A direct comparison of static pressure distribu-

tions on the plug and shroud wall with data starting from NPR of 1.26 to design

ascertained the accuracy of computations. The approach of using experimental data

in conjunction with experiments was useful in reinterpreting what was considered to

be an incorrectly functioning pressure tap. In actuality they were a result of flow

features that were understood by computations and which were not discernible in

experiments. Thus, computations helped to ascertain integrity and correctness of the

experimental procedure.

The understanding of the flow characteristics from the steady computations and

unsteady axisymmetric computations were successful in explaining the shifts in the

experimentally measured peak frequency of pressure oscillations as a function of NPR.

In experiments at the lowest NPR of 1.26, a preferred frequency of 170Hz was ob-

tained. This then shifted to a constant frequency of 200Hz for NPR’s below 2.0. At

NPR’s starting at 2.0 the experimentally observed frequency increased monotonically

with NPR till 2.23. Finally, past this NPR the spectral characteristics was charac-

terized by an absence of preferred frequencies. The axisymmetric unsteady results

showed that the frequency of 170Hz at lowest NPR was as a result of the nozzle throat
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choking and unchoking. The constant frequency region occurred below NPR of 2.0

because the nozzle was in the FSS regime, a regime whose extent was established by

using both computations and experiments. The monotonically increasing frequency

region corresponded to the transition between RSS and FSS (the only region which

was observed to exhibit azimuthal asymmetry by static pressure measurements in

the experiments). The reason for the disappearance of the peak frequency was that

the shock and the associated separated region has moved downstream of the probe.

The location of the shock and the associated separation region with respect to dy-

namic pressure transducers were established by the steady computations validated

with data. The region of azimuthal asymmetry occurring during transition from FSS

to RSS was studied with steady 3-D computations but they predicted axisymmetric

flow.

Unsteady 3-D computations performed at two NPR’s, 1.26 and 1.59 showed two

distinct behaviors. At NPR of 1.26 the shock system and the ensuing recirculation re-

gion exhibited relatively strong oscillations and again as in the unsteady axisymmetric

case demonstrated periodic choking and unchoking of the throat. The dynamic flow-

field predicted by the 3-D unsteady computations, however, remained axisymmetric

throughout this fluctuations. Both the axisymmetric and unsteady 3-D computations

predicted a pressure oscillation frequency of 120Hz but much below the measured

frequency of 170Hz. Time-averaged unsteady results from axisymmetric and 3-D

computations matched closely with the data. In contrast to NPR of 1.26, the 3-D

unsteady results at NPR of 1.59 showed that the dynamic flowfield was azimuthally

asymmetric. The time-averaged flow field obtained from the 3-D unsteady computa-

tions at both NPR’s was found to be axisymmetric similar to what is seen from the

3-D steady computations as well as the static pressure probes. Time-averaged pres-

sure distributions from 3-D unsteady computations at NPR of 1.59 were closer to the

data than that predicted by axisymmetric unsteady computations. In comparison to

70Hz frequency predicted by axisymmetric unsteady computations at NPR of 1.59,
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the predicted frequency by 3-D unsteady computations of 150Hz was much closer to

the measured frequency of 200Hz.

The analysis of impinging jets consisted the reaction between MMH and RFNA.

At the outset of the study, there were no mechanisms available to describe reaction

between MMH and RFNA, and as a consequence a primary goal of the present simu-

lations were to understand the characteristic behavior of a newly developed reduced

mechanism. This reduced mechanism consisted of 25 species and 98 reactions. The

characteristic chemical time scales of the mechanism were first evaluated using a sim-

ple homogeneous constant volume combustion problem with time to ignite as a metric.

The combustion kinetics are strongly dependent on initial temperature and pressure

of the propellant mixture. The reduced kinetics showed that a temperature of 800K

was needed to initiate combustion in a millisecond time frame while lower tempera-

tures take 100’s of milliseconds to ignite. Similar conclusions were also obtained from

other chemical kinetics studies performed in literature. With the propellant mixture

initially at a temperature of 800K combustion was observed at both one and 100atm

although the higher pressure gave considerably faster combustion response.

Following the understanding of the chemical time scales gained in the above anal-

ysis an impinging jet configuration similar to that used in practical applications of

propellant combustion was studied. The configuration is studied as a planar unsteady

problem primarily to evaluate chemical kinetic mechanism before 3-D analysis can be

taken up. The reaction between the impinging jets involves convection and diffusion

processes that play a dominant role in real combustion processes. Based upon recent

experiments that showed that the background gases into which impinging jets are

injected has a strong effect on ignition and combustion, the computations in a similar

fashion investigate the same two gases, argon and helium. Also, to understand effect

on combustion two pressures were considered, one at experimental conditions (1atm)

and the other similar to practical applications (100atm). First the planar 2-D problem

was studied to provide a quick first step in understanding combustion. In agreement

with experiments, the two background gases with different thermal and mass diffu-
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sive properties resulted in considerably different flowfields and combustion processes.

Similarly the two different pressures had a considerable effect on the combustion.

The computations at low pressures, where lab-scale experimental data are avail-

able, indicates that the initial mixing layer first ignites at a downstream location.

Following this, the cavity region between the two orifices ignites and a flame front

from the cavity region propagates downstream and merges with the initial flame to

give a flame front that extends from the RFNA orifice to the domain outlet. This

description of the ignition process is analogous to that observed in the experiments.

The timing of these events differed in argon and helium with argon showing longer

times. Argon mixtures due to their higher densities induced stabilities in the reacting

shear layer that were not seen in helium.

The combustion occurred much faster at higher pressures of 100atm. In the case

of high pressures, however, the flame is seen to propagate in the opposite direction to

the flow in between the two propellant streams and there was no difference between

the argon and helium mixtures.

Limited three-dimensional computations of the impinging jet combustion showed

a considerable difference from the 2-D results. At low pressure, combustion initiation

was not observed but did occur at high pressures. Even the combustion behavior

was different than at the planar case. The flame front remained anchored at the

downstream location in 3-D at the high pressure.

Future Work

The literature for predicting accurate shock physics considers simple configura-

tions like compression corners to understand flowfield unsteadiness. However, it ap-

pears that the there is limited understanding about pressure oscillation prediction

and its source even in these simple configurations. It may be beneficial to see ex-

plore other models proposed in the literature to see if improved predictions can be

obtained. Though no pressure oscillation data is available from the experiments in

the RSS regime literature indicates that the shock system is associated with a high

frequency pressure oscillation even in this regime. As a further step to understand
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pressure oscillation throughout the entire NPR range for the nozzle an unsteady anal-

ysis can be conducted at one particular NPR in the RSS regime.

In the case of the reaction problem of MMH and RFNA basis was laid for compu-

tational analysis in 3-D. The three-dimensional analysis can be completed with similar

approach adopted in planar computations. The chemical mechanism was observed

to promote combustion behavior analogous to the experiments for similar conditions.

Since, combustion is dependent on the geometry of fuel and oxidizer passages (length

to diameter ratio) and injection velocity, it will be instructive to understand the effect

of these parameters on combustion behavior.
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APPENDIX: REDUCED MECHANISM FOR MMH/RFNA

--------------------

ELEMENTS ATOMIC

CONSIDERED WEIGHT

--------------------

1. H 1.00797

2. C 12.0112

3. O 15.9994

4. N 14.0067

--------------------

------------------------------------------------------------------

C

P H

H A

A R

SPECIES S G MOLECULAR TEMPERATURE ELEMENT COUNT

CONSIDERED E E WEIGHT LOW HIGH H C O N

-------------------------------------------------------------------

1. CH3NHNH2 G 0 46.07237 298 6000 6 1 0 2

2. CH3NNH2 G 0 45.06440 200 6000 5 1 0 2

3. CH3NNH G 0 44.05643 200 6000 4 1 0 2

4. CH3NN G 0 43.04846 200 6000 3 1 0 2

5. H G 0 1.00797 300 5000 1 0 0 0

6. H2 G 0 2.01594 300 5000 2 0 0 0

7. O2 G 0 31.99880 300 5000 0 0 2 0

8. H2O G 0 18.01534 300 5000 2 0 1 0
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9. CO2 G 0 44.00995 300 5000 0 1 2 0

10. CO G 0 28.01055 300 5000 0 1 1 0

11. N2 G 0 28.01340 300 5000 0 0 0 2

12. NO2 G 0 46.00550 300 5000 0 0 2 1

13. NO G 0 30.00610 300 5000 0 0 1 1

14. HONO G 0 47.01347 300 5000 1 0 2 1

15. OH G 0 17.00737 300 5000 1 0 1 0

16. O G 0 15.99940 300 5000 0 0 1 0

17. HO2 G 0 33.00677 300 5000 1 0 2 0

18. CH3O G 0 31.03446 300 3000 3 1 1 0

19. CH3 G 0 15.03506 300 5000 3 1 0 0

20. CH2O G 0 30.02649 300 5000 2 1 1 0

21. CH3OH G 0 32.04243 300 5000 4 1 1 0

22. HCO G 0 29.01852 300 5000 1 1 1 0

23. HNO G 0 31.01407 300 5000 1 0 1 1

24. HNO3 G 0 63.01287 300 5000 1 0 3 1

25. N2O4 G 0 92.01100 300 5000 0 0 4 2

-------------------------------------------------------------------

NOTE: A units mole-cm-sec-K, E units cal/mole

(k = A T**b exp(-E/RT))

REACTIONS CONSIDERED A b E

1. NO2(+M)=NO+O(+M) 7.60E+18 -1.3 73290.0

Low pressure limit: 0.24700E+29 -0.33700E+01 0.74800E+05

H2O Enhanced by 4.400E+00

N2 Enhanced by 1.000E+00

CO2 Enhanced by 2.300E+00



www.manaraa.com

242

2. H+NO(+M)=HNO(+M) 1.52E+15 -0.4 0.0

Low pressure limit: 0.40000E+21 -0.17500E+01 0.00000E+00

H2O Enhanced by 5.000E+00

N2 Enhanced by 1.000E+00

CO2 Enhanced by 1.300E+00

3. NO+OH(+M)=HONO(+M) 1.99E+12 -0.1 -721.0

Low pressure limit: 0.50800E+24 -0.25100E+01 -0.67600E+02

H2O Enhanced by 8.300E+00

N2 Enhanced by 1.000E+00

CO2 Enhanced by 1.500E+00

4. NO2+NO2=NO+NO+O2 4.51E+12 0.0 27600.0

5. HNO+O2=HO2+NO 1.00E+13 0.0 25000.0

6. HNO+NO2=HONO+NO 4.42E+04 2.6 4042.0

7. HONO+O=OH+NO2 1.20E+13 0.0 5961.0

8. HONO+OH=H2O+NO2 1.27E+10 1.0 135.0

9. HNO+O=OH+NO 3.61E+13 0.0 0.0

10. HCO+OH=H2O+CO 1.00E+14 0.0 0.0

11. HCO+M=H+CO+M 2.50E+14 0.0 16802.0

CO Enhanced by 1.900E+00

H2 Enhanced by 1.900E+00

CO2 Enhanced by 3.000E+00

H2O Enhanced by 5.000E+00

12. HCO+H=CO+H2 1.19E+13 0.2 0.0

13. HCO+O=CO+OH 3.00E+13 0.0 0.0

14. HCO+O=CO2+H 3.00E+13 0.0 0.0

15. HCO+O2=HO2+CO 3.30E+13 -0.4 0.0

16. CO+O(+M)=CO2(+M) 1.80E+10 0.0 2380.0

Low pressure limit: 0.13500E+25 -0.27900E+01 0.41900E+04

H2O Enhanced by 1.200E+01
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H2 Enhanced by 2.500E+00

CO Enhanced by 1.900E+00

CO2 Enhanced by 3.800E+00

17. CO+OH=CO2+H 1.51E+07 1.3 -758.0

18. CO+O2=CO2+O 2.53E+12 0.0 47688.0

19. HO2+CO=CO2+OH 5.80E+13 0.0 22934.0

20. OH+H2=H2O+H 2.16E+08 1.5 3430.0

21. O2+H=O+OH 3.52E+16 -0.7 17070.0

22. O+H2=OH+H 5.06E+04 2.7 6290.0

23. H+O2+M=HO2+M 3.61E+17 -0.7 0.0

H2O Enhanced by 1.860E+01

CO2 Enhanced by 4.200E+00

H2 Enhanced by 2.900E+00

CO Enhanced by 2.100E+00

N2 Enhanced by 1.300E+00

24. OH+HO2=H2O+O2 7.50E+12 0.0 0.0

25. H+HO2=2OH 1.69E+14 0.0 874.0

26. H+HO2=H2+O2 4.28E+13 0.0 1411.0

27. H+HO2=O+H2O 3.01E+13 0.0 1721.0

28. O+HO2=O2+OH 1.40E+13 0.0 1073.0

29. OH+OH=H2O+O 3.57E+04 2.4 2112.0

30. 2H+M=H2+M 1.00E+18 -1.0 0.0

H2 Enhanced by 0.000E+00

H2O Enhanced by 0.000E+00

CO2 Enhanced by 0.000E+00

31. 2H+H2=2H2 9.20E+16 -0.6 0.0

32. 2H+H2O=H2+H2O 6.00E+19 -1.2 0.0

33. 2H+CO2=H2+CO2 5.49E+20 -2.0 0.0

34. H+OH+M=H2O+M 1.60E+22 -2.0 0.0
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H2O Enhanced by 5.000E+00

35. H+O+M=OH+M 6.20E+16 -0.6 0.0

H2O Enhanced by 5.000E+00

36. O+O+M=O2+M 1.89E+13 0.0 -1788.0

37. NO+HO2=NO2+OH 2.11E+12 0.0 -479.0

38. NO2+H=NO+OH 1.30E+14 0.0 361.0

39. NO2+O=NO+O2 3.90E+12 0.0 -238.0

40. HNO+OH=NO+H2O 1.30E+07 1.9 -958.0

41. H+HNO=H2+NO 4.46E+11 0.7 655.0

42. CO+NO2=NO+CO2 9.04E+13 0.0 33780.0

43. H2+NO2=HONO+H 1.30E+04 2.8 29770.0

44. HONO+H=HNO+OH 5.63E+10 0.9 4969.0

45. HONO+H=H2O+NO 8.13E+06 1.9 3847.0

46. 2HONO=NO+NO2+H2O 3.49E-01 3.6 12140.0

47. HCO+NO=HNO+CO 7.23E+12 0.0 0.0

48. O+CH3<=>H+CH2O 5.06E+13 0.0 0.0

49. O+CH2O<=>OH+HCO 3.90E+13 0.0 3540.0

50. O+CH3O<=>OH+CH2O 1.00E+13 0.0 0.0

51. O2+CH2O<=>HO2+HCO 1.00E+14 0.0 40000.0

52. H+HCO(+M)<=>CH2O(+M) 1.09E+12 0.5 -260.0

Low pressure limit: 0.24700E+25 -0.25700E+01 0.42500E+03

TROE centering: 0.78240E+00 0.27100E+03 0.27550E+04 0.65700E+04

H2 Enhanced by 2.000E+00

H2O Enhanced by 6.000E+00

CO Enhanced by 1.500E+00

CO2 Enhanced by 2.000E+00

53. H+CH2O<=>HCO+H2 5.74E+07 1.9 2742.0

54. H+CH3O(+M)<=>CH3OH(+M) 2.43E+12 0.5 50.0

Low pressure limit: 0.46600E+42 -0.74400E+01 0.14080E+05
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TROE centering: 0.70000E+00 0.10000E+03 0.90000E+05 0.10000E+05

H2 Enhanced by 2.000E+00

H2O Enhanced by 6.000E+00

CO Enhanced by 1.500E+00

CO2 Enhanced by 2.000E+00

55. H+CH3O<=>H2+CH2O 2.00E+13 0.0 0.0

56. H+CH3O<=>OH+CH3 1.50E+12 0.5 -110.0

57. H+CH3OH<=>CH3O+H2 4.20E+06 2.1 4870.0

58. H2+CO(+M)<=>CH2O(+M) 4.30E+07 1.5 79600.0

Low pressure limit: 0.50700E+28 -0.34000E+01 0.84350E+05

TROE centering: 0.93200E+00 0.19700E+03 0.15400E+04 0.10300E+05

H2 Enhanced by 2.000E+00

H2O Enhanced by 6.000E+00

CO Enhanced by 1.500E+00

CO2 Enhanced by 2.000E+00

59. OH+CH3(+M)<=>CH3OH(+M) 2.79E+18 -1.4 1330.0

Low pressure limit: 0.40000E+37 -0.59200E+01 0.31400E+04

TROE centering: 0.41200E+00 0.19500E+03 0.59000E+04 0.63940E+04

H2 Enhanced by 2.000E+00

H2O Enhanced by 6.000E+00

CO Enhanced by 1.500E+00

CO2 Enhanced by 2.000E+00

60. OH+CH2O<=>HCO+H2O 3.43E+09 1.2 -447.0

61. OH+CH3O<=>H2O+CH2O 5.00E+12 0.0 0.0

62. OH+CH3OH<=>CH3O+H2O 6.30E+06 2.0 1500.0

63. HO2+CH3<=>OH+CH3O 2.00E+13 0.0 0.0

64. CH3+O2<=>O+CH3O 3.56E+13 0.0 30480.0

65. CH3+O2<=>OH+CH2O 2.31E+12 0.0 20315.0

66. CH3O+O2<=>HO2+CH2O 4.28E-13 7.6 -3530.0
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67. OH+NO2(+M)=HNO3(+M) 2.41E+13 0.0 0.0

Low pressure limit: 0.64200E+33 -0.54900E+01 0.23500E+04

H2O Enhanced by 9.000E+00

N2 Enhanced by 1.000E+00

HNO3 Enhanced by 5.000E+00

68. HNO3+H=NO2+H2O 6.00E+13 0.0 9800.0

69. HNO3+H=HONO+OH 2.00E+13 0.0 8000.0

70. HNO3+NO=HONO+NO2 8.00E+06 2.0 11000.0

71. NO2+HO2=HONO+O2 1.00E+12 0.0 5000.0

72. HCO+HNO=CH2O+NO 6.00E+11 0.0 2000.0

73. CH2O+NO2=HCO+HONO 8.02E+02 2.8 13730.0

74. HCO+NO2=CO+HONO 1.24E+23 -3.3 2355.0

75. HCO+NO2=H+CO2+NO 8.39E+15 -0.8 1930.0

76. HCO+HCO=CH2O+CO 3.00E+13 0.0 0.0

77. HCO+HCO=H2+CO+CO 5.20E+12 0.0 0.0

78. CH3+NO2=CH3O+NO 1.40E+13 0.0 0.0

79. CH3NHNH2+H=CH3NNH2+H2 1.30E+13 0.0 2500.0

80. CH3NNH2+M=CH3NNH+H+M 1.00E+17 0.0 35770.0

81. CH3NN=CH3+N2 3.00E+06 0.0 0.0

82. CH3NHNH2=CH3NNH+H2 3.16E+13 0.0 57000.0

83. CH3NNH2+HO2=CH3NHNH2+O2 1.00E+06 2.0 0.0

84. CH3NN+HO2=CH3NNH+O2 1.00E+06 2.0 0.0

85. CH3NHNH2+O=CH3NNH+H2O 9.60E+12 0.0 0.0

86. CH3NNH2+OH=CH3NNH+H2O 1.00E+08 2.0 0.0

87. CH3NNH2+O=CH3NNH+OH 1.00E+08 2.0 0.0

88. CH3NNH2+O2=CH3NNH+HO2 4.00E+12 0.0 0.0

89. CH3NHNH2+OH=CH3NNH2+H2O 3.92E+13 0.0 0.0

90. CH3NNH+OH=CH3NN+H2O 3.92E+13 0.0 0.0

91. CH3NHNH2+O=CH3NNH2+OH 9.60E+12 0.0 0.0
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92. CH3NNH+O=CH3NN+OH 9.60E+12 0.0 0.0

93. CH3NHNH2+NO2=CH3NNH2+HONO 2.20E+11 0.0 5900.0

94. CH3NNH+NO2=CH3NN+HONO 2.20E+11 0.0 5900.0

95. CH3NNH2+NO2=CH3NNH+HONO 1.00E+08 2.0 0.0

96. N2O4(+M)=NO2+NO2(+M) 4.05E+18 -1.1 12840.0

Low pressure limit: 0.19600E+29 -0.38000E+01 0.12800E+05

97. CH3O+NO=CH2O+HNO 1.30E+14 -0.7 0.0

98. CH3O+NO2=CH2O+HONO 6.00E+12 0.0 2285.0
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